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Abstract— We study a multiagent formation control problem
where the objective is to steer a team of double integrator
agents evolving in Euclidean space of arbitrary dimension into
a desired formation. The size scaling of the desired formation
is known only to a subset of the agents, and we present two
decentralized strategies by which the agents can accomplish
the formation task using only relative displacement feedback.
A variable formation size allows the team of agents to adjust to
changes in the environment or in group objectives, or respond to
perceived threats, and control laws using only relative displace-
ment information enables these strategies to be implemented
using only local sensors and no interagent communication. We
demonstrate the proposed strategies through several examples
with simulations.

I. INTRODUCTION

Group coordination of multiple agents using distributed
feedback laws has received considerable research attention
in recent years as implementation costs have decreased and
the results are suitable to a wide range of applications. The
main emphasis of such coordination problems is to achieve a
desired group behavior using only local feedback rules, [1],
[2], [3], [4], [5], [6], [7]. Formation control and maintenance
is a common group task that can be achieved using local
feedback strategies and has been addressed using a variety
of methods, e.g. [8], [9], [10], [11], and [12].

In this paper, we consider the problem of formation control
when only a subset of the agents, henceforth called the
leaders, know the desired formation size. The remaining fol-
lower agents implement a cooperative control law using only
local interagent position information such that the agents
converge to the desired formation scaled by the desired size.
By allowing the size of the formation to change, the group
can dynamically adapt to changes in the environment such as
unforeseen obstacles, adapt to changes in group objectives,
or respond to threats.

We adopt a standard control scheme for the leaders and
propose two cooperative control strategies for the follower
agents. In both designs, we assume the agents are equipped
with sensing capabilities such that the relative displacements
of neighboring agents are available to an agent, thus the pro-
posed control laws are distributed and can be implemented
without the need for direct interagent communication. Such a
construction may be valuable in scenarios where communica-
tion is expensive or dangerous. In addition, it is of theoretical
interest in cooperative control problems to understand what
can be accomplished with only relative position feedback.
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Size scaling of a formation in the presence of direct
interagent communication with only one leader was studied
in [13]. A special case of the single link method presented
in this paper in which each team only has one leader and the
follower agents use feedback with memory was also studied
in [13]. In the present sequel, we allow multiple leaders,
we consider the case of static feedback, and we present an
alternative feedback method in which each agent monitors
multiple links for the purpose of estimating the formation
scale.

This paper is organized as follows: Section II introduces
the problem statement. In Sections III and IV, we present
two control methods, referred to as the single link method
and the multiple link method, to solve the formation control
problem. Section V presents several simulations, and Section
VI summarizes our main results.

II. PRELIMINARIES

A. Problem Definition

We consider a team of n mobile agents evolving in Rp. We
represent the position of each agent by a vector xi(t) ∈ Rp

for i = 1, . . . , n and model the agents as double integrators,
i.e.

ẍi(t) = ui(t). (1)

Suppose agents are capable of sensing the relative dis-
placement of neighboring agents. We assume relative po-
sition sensing is bidirectional and define a time-invariant
position sensing topology using an undirected sensing graph
with n nodes where an edge exists between nodes i and
j if and only if agents i and j have access to the relative
position vector xi(t)− xj(t). We assume the sensing graph
is connected.

Suppose there are m edges in the sensing graph. To
simplify analysis, we arbitrarily assign a direction to each
edge of the graph. Note that, because the sensing topology
is bidirectional, the choice of direction does not affect the
following results. We now define the relative displacement
vector associated with edge k with head node i and tail node
j as

zk(t) , xi(t)− xj(t). (2)

A formation is defined as a set of m desired displacement
vectors, {zd

j }mj=1 ⊂ Rp. We will assume ||zd
j || > 0 for all

j. In addition, we wish to allow the size of the formation to
vary, thus we define a desired formation scale λ ∈ R and the
scaled formation is defined as the set {zd

j λ}mj=1. Note that,
while λ ≤ 0 may not be practically desirable depending on



the particular application, it nonetheless results in a well-
defined scaled formation and does not alter the theoretical
results or physical interpretations presented in this paper.
Remark 1. To prove stability and convergence results, we
assume λ is static. However, it will be clear that if λ is
allowed to vary with time, and if λ does not vary quickly
or often with respect to the speed of the agent dynamics,
then the following strategies will approximately track a size-
varying formation. This is demonstrated in the simulations.

We assume a subset of the agents have a priori knowledge
of λ, and we refer to these agents as leaders and the
remaining agents as followers. Our goal is to design ui(t)
for i = 1, . . . , n to achieve the following group behavior:

lim
t→∞

zk(t) = zd
kλ for k = 1, . . . ,m, (3)

lim
t→∞

vi(t) = 0 for i = 1, . . . , n (4)

where vi(t) , ẋi(t).
All agents have access to the formation specification

{zd
j }mj=1, but only the leaders have access to λ, thus we

seek a control strategy for the leaders and the followers that
achieves (3) and (4), relies only on local relative position
information, and does not depend explicitly on λ in the case
of the follower agents.

B. Notation

Throughout the remainder of this paper, explicit depen-
dence on t is suppressed for time-varying quantities. 1k is
the length k column vector of all ones, 0k is the length k
column vector of all zeros, Ip is the p×p identity matrix, and
0k×l is the zero matrix of dimension k×l. When dimensions
are clear, subscripts are omitted. The operator BlockDiag{·}
returns a block diagonal matrix with its arguments along the
block diagonal.

We define the stacked vectors x ,
[
xT

1 . . . xT
n

]T
, v , ẋ,

z ,
[
z1

T . . . zm
T
]T

and zd ,
[
(zd

1)T . . . (zd
m)T

]T
.

Unless explicitly stated, we assume the subset of leader
agents is nonempty and denote the number of leaders by nl

and the number of followers by nf . For ease of analysis, we
index the followers first, thus the set IF , {1, . . . , nf} is the
set of indices corresponding to the follower agents and the
set IL , {nf +1, . . . , n} is the set of indices corresponding
to the leader agents.

We now define the n×m incidence matrix D element-wise
as follows:

dij =


+1 if node i is the head of edge j
−1 if node i is the tail of edge j
0 otherwise.

It is straightforward to verify that D has rank n− 1 when
the sensing graph is connected, has linearly independent
columns only when there are no cycles in the graph, and that
z = (DT ⊗ Ip)x where ⊗ is the Kronecker product. Thus
we require zd ∈ R(DT ⊗ Ip) in order for the formation to
be well-defined (i.e., there exist agent positions in Rp such
that z = zd).
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Fig. 1. (a) 4-agent, 5-edge sensing graph where agent 4 is the leader with
edge indexing based on the monitoring graph. (b) One possible monitoring
graph constructed from the sensing graph.

We partition D into the rows corresponding to the leader
agents and rows corresponding to the follower agents as
follows: [

Df

Dl

]
, D (5)

where Df consists of the first nf rows of D, and Dl consists
of the remaining rows.

C. Leader Strategy

For the leaders, the following is a standard strategy that
will be employed for both the single link and the multiple
link methods:

ui = −
m∑

j=1

dij(zj − zd
j λ)− kvi, i ∈ IL (6)

where k > 0 is a damping coefficient.

III. SINGLE LINK METHOD

We assume the leader agents employ the feedback strategy
(6). Observe that this method is not suitable for the follower
agents, as it requires knowledge of λ. To develop a method
for estimating λ to be used by the follower agents, we
consider a directed subgraph of the sensing graph with the
following properties:
• The subgraph contains all the vertices and a (directed)

subset of the edges of the sensing graph.
• Each follower node is the head of exactly one edge. The

leaders are the head of no edge.
• A directed path exists to each follower node originating

from a leader node.
We call this subgraph the monitoring graph, and it is easy
to see that the existence of such a subgraph is guaranteed by
the connectivity of the undirected sensing graph. In the case
of one leader, the monitoring subgraph is simply a directed
spanning tree rooted at the leader. We have assumed the
follower nodes are indexed first, and for notational purposes
we now index the edges of the sensing graph such that
for each edge of the monitoring graph, the index of the
corresponding edge in the sensing graph matches the head
node index from the monitoring graph. We arbitrarily index
the remaining edges of the sensing graph. Thus vectors
z1, . . . , znf

correspond to the monitoring edges of agents
1, . . . , nf , respectively. Fig. 1 shows an example of a forma-
tion with the sensing graph, one possible construction of the
monitoring graph, and the induced edge indexing scheme.



Via this construction, we now define the following param-
eters:

λi ,
1

||zd
i ||2

(zd
i )T zi, i ∈ If . (7)

It is clear that if z = zdλ, i.e. the desired formation has
been achieved, then λi = λ for all i. Furthermore, (7) can be
viewed as the linearization of ||zi||2/||zd

i ||2 around the point
zi = zd

i λ, motivating the following proposed update rule for
the follower agents:

ui = −
m∑

j=1

dij

(
zj − zd

j λi

)
− kvi, i ∈ IF (8)

with λi defined as in (7).
To simplify notation, let

∆, BlockDiag {
Pm

j=1 d1j

˛̨˛̨
zd
1

˛̨˛̨−2
zd

j (zd
1)T ,

. . . ,
Pm

j=1 dnf j

˛̨̨˛̨̨
zd

nf

˛̨̨˛̨̨−2

zd
j (zd

nf
)T } (9)

and
z̃ , z − zdλ. (10)

We then write the strategies (6) and (8) in matrix form as

v̇ = −kv − (D ⊗ Ip)z̃ +
[
∆ 0
0 0

]
z̃ (11)

where we have used the fact (Df ⊗ Ip)zd =
[
∆ 0

]
zd.

We consider stability of the origin of
[
vT z̃T

]T
where

the dynamics of the system are given by (11) and

˙̃z = (DT ⊗ Ip)v. (12)

Since R(DT ⊗Ip) is invariant under the dynamics of (12)
and zd ∈ R(DT ⊗ Ip) by assumption, we have that the
system (11)–(12) evolves in the following invariant subspace
of R(n+m)p:

S = {(v, z̃) : v ∈ Rnp, z̃ ∈ R(DT ⊗ Ip)}. (13)

While the stability of the overall dynamics governed by
(11)–(12) can be determined using a number of techniques
including direct calculation of eigenvalues, we propose a
simple condition derived via application of the small-gain
theorem as a certificate of stability. While this condition may
be conservative, it provides an appealing geometric criterion
that is easy to check using the formation geometry and
eigenvalues of the graph Laplacian matrix. To this end, we
consider (11)–(12) as the interconnection of two subsystems:

1) Subsystem 1:

v̇ = −kv − (D ⊗ Ip)z̃ + g (14)
˙̃z = (DT ⊗ Ip)v (15)
y = z̃. (16)

2) Subsystem 2:

g =
[
∆ 0
0 0

]
y. (17)

We have the following lemmas:

Lemma 1. Let µ1 denote the smallest positive eigenvalue of
DDT and µn−1 the largest. For k ≥

√
2µn−1, the L2 gain

from g to y of subsystem 1 defined by (14)–(16) is

γ1 =
1
√
µ1
. (18)

Proof: We observe that the “⊗ Ip” term only increases
the multiplicity of a singular value and therefore it suffices
to assume p = 1. Let {µi}n−1

i=0 be the eigenvalues of DDT

such that 0 = µ0 < µ1 ≤ · · · ≤ µn−1.
Let D = UΣV T be the singular value decomposition of

D with U ∈ Rn×n, V ∈ Rm×m, and Σ ∈ Rn×m where
Σ = diag{{√µi}n−1

i0
}. Note that if m = n−1, then 0 is not

a singular value of D, thus we set i0 = 1 if m = n− 1 and
i0 = 0 otherwise.

We let v̄ = UT v, z̄ = V T z̃ and obtain the following
decoupled system after a change of basis:

˙̄v = −kv̄ − Σz̄ + ḡ (19)
˙̄z = ΣT v̄ (20)
ȳ = z̄ (21)

where ḡ = UT g and ȳ = V T y. Each decoupled system with
nonzero output takes the form

˙̄vi = −kv̄i −
√
µiz̄i + ḡi (22)

˙̄zi =
√
µiv̄i (23)

ȳi = z̄i (24)

for i = 1, . . . , n− 1. Each of these subsystems has transfer
function

Gi(s) =
√
µi

s2 + ks+ µi
. (25)

For k ≥
√

2µi, the L2 gain of Gi(s) is 1/
√
µi. Using the fact

that U and V are orthonormal and therefore do not alter the
magnitude of the input g or the output y, the lemma follows.

Lemma 2. The L2 gain from y to g of subsystem 2 defined
by (17) is

γ2 = max
i∈IF


∣∣∣∣∣∣∑m

j=1 dijz
d
j

∣∣∣∣∣∣
||zd

i ||

 . (26)

Proof: Since
[
∆ 0
0 0

]
is a static matrix, it is clear that

γ2 =
∣∣∣∣∣∣∣∣[∆ 0

0 0

]∣∣∣∣∣∣∣∣
2

(27)

= ||∆||2 (28)

which is simply the largest singular value of ∆. Since ∆ is
block diagonal, the singular values of ∆ are just the singular
values of the blocks. Each block is a dyad of the form(∑m

j=1 dijz
d
j

)(
1

||zd
i ||2

(zd
i )T
)

(29)

for i ∈ IF . Therefore each block has one nonzero singular
value equal to the product of the norms of the column vector



and the row vector which form the dyad, i.e. the nonzero
singular values of ∆ are{∣∣∣∣∣∣∑m

j=1 dijz
d
j

∣∣∣∣∣∣ · 1
||zd

i ||

}
, i ∈ IF . (30)

From Lemma 2, we obtain a simple geometric procedure
for determining the gain of the lower subsystem:

1) For each agent i ∈ IF , calculate ||
∑m

j=1 dijz
d
j ||, a

quantity only dependent on the desired formation, and
divide this by ||zd

i ||.
2) The largest quotient is the gain of the lower subsystem,

γ2.

Theorem 1. Let µ1 be the smallest positive eigenvalue of
DDT and let µn−1 be the largest eigenvalue. If k ≥

√
2µn−1

and

1
√
µ1
·max

i∈IF


∣∣∣∣∣∣∑m

j=1 dijz
d
j

∣∣∣∣∣∣
||zd

i ||

 < 1, (31)

then the control strategy (6) and (8) achieves the desired
group behavior (3) and (4).

Proof: Using Lemma 1, Lemma 2 and applying the
small-gain theorem, see e.g. [14], we conclude that without
exogenous input, both g and y are L2 functions. Because
both subsystem 1 and subsystem 2 are linear, g and y are
uniformly continuous, and, applying Barbalat’s Lemma, we
conclude y → 0.

IV. MULTIPLE LINK METHOD

We again assume that the leader agents use strategy (6).
We redefine

λj ,
1

||zd
j ||2

(zd
j )T zj , j = 1, . . . ,m, (32)

this time associating a λj parameter with each edge and not
just the monitoring edges as in (7). We propose the following
strategy for the follower agents:

ui = −
m∑

j=1

dij

(
zj − zd

j λj

)
− kv, i ∈ IF . (33)

Note that in (33), the indices of the λj parameters within the
summation match the summation index and hence each λj

is associated with a link and not an agent as in the single
link method. The difference between (33) and (8) is that
in (33), the estimate of λ changes for each link within the
summation, whereas in (8), one link was assigned to each
agent in order to estimate λ. Define

Pj ,
1

||zd
j ||2

zd
j (zd

j )T (34)

to be the orthogonal projection matrix onto

Sj , span{zd
j } ⊂ Rp, (35)

and define
Qj = Ip − Pj (36)

to be the orthogonal projection onto the hyperplane S⊥j
where ⊥ denotes orthogonal complement. Also let

P , BlockDiag{P1, . . . , Pm} (37)

Q ,Ipm − P, (38)

observing that P is the orthogonal projection matrix onto

S , S1 × · · · × Sm =
m∏

j=1

Sj ⊂ Rmp (39)

and Q is the orthogonal projection onto S⊥. Define

DQ ,

[
(Df ⊗ Ip)Q
(Dl ⊗ Ip)

]
. (40)

Then we can rewrite (33) as

ui = −
m∑

j=1

dijQjzj − kivi, i ∈ IF . (41)

Observing that Qzd = 0, we can combine the leader and
follower strategies and write (6) and (33) in matrix form as

v̇ = −DQz̃ − kv. (42)

We are interested in the stability properties of the system
defined by (42) and (12) which again evolves in the subspace
(13).

We first explore the case in which we do not have any
leaders, which is interesting in its own right and offers insight
into the geometric requirements for ensuring that the scaled
formation is attained.

Lemma 3. Suppose there are no leader agents, i.e. DQ =
(D ⊗ Ip)Q. Then strategy (41) ensures z asymptotically
converges to a scaling of the desired formation zd for all
initial conditions if and only if

R(DT ⊗ IP ) ∩ S = span{zd}. (43)

Proof: Without a leader, we let λ = 0 and then z = z̃.
(if) Let V , 1

2 (vT v + zTQz) be a Lyapunov function
for the system. Recalling that ż = (DT ⊗ Ip)v, we have
V̇ = −kvT v ≤ 0. Applying LaSalle’s principle, we see that
v ≡ 0 only if (D ⊗ Ip)Qz = 0 =⇒ Qz ∈ N (D ⊗ Ip).
But also z ∈ R(DT ⊗ Ip) = N (D ⊗ IP )⊥. Therefore, if
v ≡ 0, we have ||Qz||2 = zTQTQz = zT (Qz) = 0, and thus
z ∈ N (Q) = S. By condition (43), we have z ∈ span{zd}.

(only if) If we assume that condition (43) does not hold,
then there exists a z∗ such that z∗ ∈ R(DT⊗Ip)∩S and z∗ 6∈
span{zd}. Since z∗ ∈ S and Q is the orthogonal projection
onto S⊥, Qz∗ = 0 and therefore v = 0, z = z∗ is an
equilibrium of (41), but z∗ is not a scaling of the desired
formation.

A formation specification satisfying (43) is said to be
parallel rigid and has been studied primarily in the computer-
aided design literature, see e.g. [15]. There exists a duality
between the concepts of parallel rigidity and the more
standard distance-based rigidity, see [16] and [17] for details.



Theorem 2. With at least one leader, the control strategy
(6) for the leaders and the multiple link method (33) for the
followers achieves the desired group behavior (3) and (4) for
sufficiently large k if and only if the equilibrium subspace
R(1T ⊗ Ip) of the auxiliary system

ξ̇ = −DQ(DT ⊗ Ip)ξ (44)

is asymptotically stable.

Proof: (if) We consider the asymptotic stability of the
system defined by (42) and (12), which we write as[

v̇
˙̃z

]
= A

[
v
z̃

]
(45)

with

A =
[
−kInp −DQ

(DT ⊗ Ip) 0mp×mp

]
. (46)

We have that (45) evolves in the subspace z̃ ∈ R(DT ⊗ Ip),
thus R(W ) with

W =
[
I 0
0 DT ⊗ Ip

]
(47)

is an A-invariant subspace. Rather than investigate the dy-
namics of (12) directly, we instead consider the dynamics in
this A-invariant space. To this end, note that AW = WC
with

C =
[
−kI −DQ(DT ⊗ Ip)
I 0

]
. (48)

Thus, we can consider the stability properties of η̇ = Cη,
keeping in mind that

N (C) = N (W ) = R
([

0 (1T ⊗ Ip)
]T)

(49)

is nontrivial. In particular, (45) restricted to the subspace
R(W ) is asymptotically stable if and only if the equilibria
subspace N (W ) of η̇ = Cη is asymptotically stable. Via
block matrix inversion formulae using Schur complements,
we have that the characteristic polynomial of C is

det(sI − C) = det(s2I + ksI +DQ(DT ⊗ Ip)) (50)

=
mp∏
i=1

(s2 + ks− µi(−DQ(DT ⊗ Ip))) (51)

where µi(−DQ(DT ⊗ Ip)) is the ith eigenvalue of
−DQ(DT ⊗ Ip). Thus each eigenvalue of −DQ(DT ⊗ Ip)
generates two eigenvalues of C, specifically

µi+,i− =
−k ±

√
k2 + 4µi(−DQ(DT ⊗ Ip))

2
. (52)

In general, Re[µi] < 0 does not imply Re[µi+,i− ] < 0,
however this implication is true if

k >
√

Im[µi]2/(|Re[µi]|). (53)

By assumption, −DQ(DT ⊗ Ip) has p eigenvalues at 0
and the rest are in the open left half plane. Thus, if k
satisfies (53) for all nonzero µi, then the p zero eigenvalues
of −DQ(DT ⊗ Ip) will generate p zero eigenvalues of C
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Fig. 2. Simulation results for a 4-agent, 5-edge formation using the multiple
link method in which the agents are initialized in the correct formation
such that z(0) = zd(0) and λ = 2 on t ∈ [0, 7.5) and λ = 0.75 on
t ∈ [7.5, 15]. The shaded node indicates the leader.
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Fig. 3. (a) Regular pentagon formation with (b) monitoring subgraph where
agent 6 is the leader.

corresponding to the equilibria subspace N (W ), and the
remaining eigenvalues will be in the open left half plane.

(only if) Via the above argument, it is clear that if Re[µi] ≥
0, then this µi corresponds to an eigenvalue of (46) with real
part greater than or equal to zero. Thus if (44) has additional
unstable modes, this will correspond to unstable modes of
(46).

V. SIMULATION RESULTS

Example 1. Dynamic desired formation scale.

While the results derived in this paper assume a static λ,
it is clear that if λ does not change quickly or often with
respect to the formation dynamics, then the desired scaling
can be used to dynamically adjust the formation over time.
In Figure 2, the formation is initialized so that z(0) = zd(0)

with λ(t) =

{
2, t ∈ [0, 7.5)
0.75, t ∈ (7.5, 15].

Example 2. Comparison of methods when condition (43) is
and is not satisfied.

Consider the regular pentagon formation depicted in Fig.
3(a) with monitoring subgraph depicted in Fig. 3(b). This
example formation does not satisfy (43). Indeed, Fig. 4 shows
that, while both methods are stable, the multiple link method
does not reach the desired scaled formation. The plot of ||zj ||

||zd
j ||

shows that the lengths of the edges does not converge to a
common value reflecting the fact that the subspace R(DT ⊗
Ip) ∩ S has dimension larger than one. By adding edges
between nodes 1 and 5 and nodes 4 and 5 to the desired
formation, condition (43) is satisfied and (3)–(4) is achieved.
Figure 5 shows that both methods converge to the desired
formation in this case.
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Fig. 4. Simulation results for a 6-agent, 8-edge formation that does not
satisfy (43). The shaded node indicates the leader.

0 5 10 15 20 25 30

−2

0

2

t = 0 .0 t = 2 .5 t = 5 .0 t = 7 .5 t = 10 .0 t = 12 .5 t = 15 .0

Agent trajectories over time using the single link method

0 5 10 15 20 25 30

−2

0

2

t = 0 .0 t = 2 .5 t = 5 .0 t = 7 .5 t = 10 .0 t = 12 .5 t = 15 .0

Agent trajectories over time using the multiple link method

0 5 10 15
0

2

4

Time

||
z

j
||

||
z

d j
||

Evolution of edge lengths over time using the single link method

0 5 10 15
0

2

4

Time

||
z

j
||

||
z

d j
||

Evolution of edge lengths over time using the multiple link method

Fig. 5. Simulation results for a 6-agent, 10-edge formation that satisfies
(43). The shaded node is the leader.

VI. CONCLUSIONS

In this paper, we present two distributed cooperative con-
trol strategies for formation control using only local relative
position information of neighboring agents that allows a sub-
set of the agents to determine the size of the formation. The
ability to scale the formation size with only relative position
information can be accomplished using only local sensors
and is useful in environments where direct communication
is not possible, yet flexibility in the achieved formation is
desirable. For the single link method, we have presented an
easily verified sufficient condition for stability derived via the
small-gain theorem, and we have established a necessary and
sufficient condition for stability in the case of the multiple
link method.

REFERENCES

[1] J. Tsitsiklis, D. Bertsekas, and M. Athans, “Distributed asynchronous
deterministic and stochastic gradient optimization algorithms,” IEEE
Transactions on Automatic Control, vol. 31, pp. 803–812, Sept. 1986.

[2] C. Reynolds, “Flocks, herds, and schools: A distributed behavioral
model,” in SIGGRAPH ’87 Conference Proceedings, pp. 25–34, 1987.

[3] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups
of mobile autonomous agents using nearest neighbor rules,” IEEE
Transactions on Automatic Control, vol. 48, no. 6, pp. 988–1001, 2003.

[4] R. Olfati-Saber and R. Murray, “Consensus problems in networks of
agents with switching topology and time-delays,” IEEE Transactions
on Automatic Control, vol. 49, pp. 1520–1533, Sept. 2004.

[5] W. Ren and R. Beard, “Consensus seeking in multiagent systems under
dynamically changing interaction topologies,” IEEE Transactions on
Automatic Control, vol. 50, pp. 655–661, May 2005.

[6] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and
cooperation in networked multi-agent systems,” Proceedings of the
IEEE, vol. 95, no. 1, pp. 215–233, 2007.

[7] M. Arcak, “Passivity as a design tool for group coordination,” IEEE
Transactions on Automatic Control, vol. 52, pp. 1380–1390, Aug.
2007.

[8] H. Tanner, A. Jadbabaie, and G. Pappas, “Stable flocking of mobile
agents, part I: fixed topology,” in Proceedings of the 42nd IEEE
Conference on Decision and Control, 2003., vol. 2, pp. 2010–2015,
Dec. 2003.

[9] J. Lawton, R. Beard, and B. Young, “A decentralized approach to for-
mation maneuvers,” IEEE Transactions on Robotics and Automation,
vol. 19, pp. 933–941, Dec. 2003.

[10] J. Fax and R. Murray, “Information flow and cooperative control of
vehicle formations,” IEEE Transactions on Automatic Control, vol. 49,
pp. 1465–1476, Sept. 2004.

[11] T. Vicsek, A. Czirok, E. Ben-Jacob, I. Cohen, and O. Shochet, “Novel
type of phase transition in a system of self-driven particles,” Physical
Review Letters, vol. 75, no. 6, pp. 1226–1229, 1995.

[12] J. Desai, J. Ostrowski, and V. Kumar, “Controlling formations of
multiple mobile robots,” in IEEE International Conference on Robotics
and Automation, vol. 4, pp. 2864–2869, May 1998.

[13] S. Coogan, M. Arcak, and M. Egerstedt, “Scaling the size of a
multiagent formation via distributed feedback,” in Proceedings of the
50th IEEE Conference on Decision and Control and European Control
Conference, pp. 994–999, 2011.

[14] H. K. Khalil, Nonlinear Systems. Prentice Hall, third ed., 2002.
[15] B. Servatius and W. Whiteley, “Constraining plane configurations in

CAD: Combinatorics of lengths and directions,” SIAM Journal on
Discrete Mathematics, vol. 12, pp. 136–153, 1999.

[16] T. Eren, “Using angle of arrival (bearing) information for localization
in robot networks,” Turkish Journal of Electrical Engineering &
Computer Sciences, vol. 15, no. 2, pp. 169–186, 2007.

[17] T. Eren, B. D. O. Anderson, A. S. Morse, W. Whiteley, and P. B.
Belhumeur, “Operations on rigid formations of autonomous agents,”
Communications in Information and Systems, pp. 223–258, 2004.


