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Abstract

We consider global stability of a flow network model for vehicular traffic. Standard approaches which rely on monotonicity of flow networks for stability analysis do not immediately apply to traffic networks with diverging junctions. In this paper, we show that the network model nonetheless exhibits a mixed monotonicity property. Mixed monotonicity allows us to prove global asymptotic stability by embedding the system in a larger system that is monotone.

1 Introduction

We study the dynamical behavior of a compartmental system model of traffic flow. The flow of mass from a compartment, or link, to downstream links is governed by a local flow demand as well as downstream supply of capacity available to accommodate incoming flow. Such an approach is well suited for modeling flow of vehicles on a freeway \cite{9, 10, 13, 14}.

This paper builds on recent results \cite{5, 6, 13, 14, 23} which have utilized a compartmental systems approach \cite{18} to analyze the dynamical behavior of transportation networks. In these prior works, the strongest results rely on the system dynamics being monotone whereby trajectories of the system preserve a partial ordering \cite{17, 26}. Yet, as detailed in Section 3.1, vehicular traffic networks with diverging junctions and fixed routing policies are not monotone, as noted in \cite{6, 22}, since downstream congestion on one outgoing link blocks incoming flow to neighboring outgoing links \cite{24}. Thus, a significant gap exists in the literature for understanding the dynamics of traffic flow networks. The present paper works towards filling this gap.

We first show that traffic dynamics possess a mixed monotonicity property, which is much weaker than monotonicity. Despite the lack of monotonicity in the standard form of the dynamics, such systems can be embedded into a higher dimensional monotone system, \cite{11, 15, 20, 25}. With this key observation, we bring the powerful tools of monotone system theory to this more general problem.

Next, we identify a certain class of polytree networks for which, using this embedding, we prove global asymptotic convergence to a unique equilibrium. In exchange for the generality offered by mixed monotonicity, we obtain only a sufficient condition that requires equilibria of the embedding system to be unique. We show that this condition is satisfied for polytree networks. We show through an example that the polytree restriction is necessary for the embedding system to have a unique equilibrium.

In \cite{7} and \cite{8}, we have noted that a similar discrete-time model of queue evolution in a network of signalized intersections is mixed monotone, but our focus was on finite state abstraction of the dynamics for automatic synthesis of control strategies rather than stability analysis. Furthermore, the model we consider for signalized intersections satisfies a sufficient condition for mixed monotonicity which is not generally satisfied by the freeway model considered here.

The remainder of the paper is organized as follows: In Section 2, we define the network model. In Section 3, we show that the dynamics are not monotone but are mixed monotone, which allows the system to be embedded in a larger dimensional monotone system. In Section 4, we apply these results to establish global stability for a class of networks, and we consider two examples. In Section 5, we provide a discussion of the approach and comparisons to other techniques for stability analysis of flow networks, and we give concluding remarks.
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2 A Compartmental Model of Traffic Flow

2.1 Notation

All inequalities are interpreted elementwise, e.g., for \( x, y \in \mathbb{R}^n \), \( x \leq y \) if and only if \( x_i \leq y_i \) for \( i = 1, \ldots, n \) where \( x_i, y_i \) denote the \( i \)-th element of \( x, y \). We denote the vector of all zeros by 0 when its dimension is clear from context. We denote the set of nonnegative real numbers by \( \mathbb{R}_{\geq 0} = \{ x \in \mathbb{R} \mid x \geq 0 \} \).

2.2 Network Topology

We summarize the network model adopted here, which is based on the model we develop in [6]. A traffic network consists of a directed graph \( G = (V, O) \) with junctions \( V \) and ordinary links \( O \) along with a set of entry links \( R \) which are entry points into the network. Let \( L = O \cup R \). Physically, a link represents a segment of roadway, and we assume \( G \) is a connected graph. Let \( \sigma(\ell) \) and \( \tau(\ell) \) denote the head and tail junction of link \( \ell \in \mathcal{L} \), respectively, where we assume \( \sigma(\ell) \neq \tau(\ell) \), i.e., no self-loops. Traffic flows from \( \tau(\ell) \) to \( \sigma(\ell) \). By convention, \( \tau(\ell) = 0 \) for all \( \ell \in R \).

For each \( v \in V \), we denote by \( L_{\text{in}}^v \subseteq \mathcal{L} \) the set of input links to node \( v \) and by \( L_{\text{out}}^v \subseteq \mathcal{L} \) the set of output links, i.e., \( L_{\text{in}}^v = \{ \ell \mid \sigma(\ell) = v \} \) and \( L_{\text{out}}^v = \{ \ell \mid \tau(\ell) = v \} \). We assume \( L_{\text{in}}^v \neq \emptyset \) for all \( v \in V \), thus the network flow starts at entry links. Furthermore, we assume \( L_{\text{out}}^v \neq \emptyset \) for all \( \ell \in R \), i.e. entry links always flow into at least one ordinary link downstream. If \( |L_{\text{in}}^v| > 1 \), then \( v \) is a merging junction, and if \( |L_{\text{out}}^v| > 1 \), then \( v \) is a diverging junction.

Define \( V_{\text{sink}} \triangleq \{ v \in V \mid L_{\text{out}}^v = \emptyset \} \) to be the set of junctions that have no outgoing links and

\[
L_{\text{sink}} \triangleq \{ \ell \in \mathcal{L} \mid \sigma(\ell) \in V_{\text{sink}} \}
\]

the corresponding set of input links to these junctions.

2.3 Link supply and demand

Each link \( \ell \in \mathcal{L} \) has state \( x_\ell(t) \in [0, \bar{x}_\ell] \) where \( \bar{x}_\ell \in (0, \infty) \) is the jam density of link \( \ell \). Let \( \bar{x} = \{ \bar{x}_\ell \}_{\ell \in \mathcal{L}} \). Furthermore, each link possesses a state-dependent demand function \( \Phi^\text{out}_\ell(x_\ell) \) and supply function \( \Phi^\text{in}_\ell(x_\ell) \) satisfying:

**Assumption 1** For each \( \ell \in \mathcal{L} \):

- The demand function \( \Phi^\text{out}_\ell(x_\ell) : [0, \bar{x}_\ell] \to \mathbb{R}_{\geq 0} \) is strictly increasing and Lipschitz continuous with \( \Phi^\text{out}_\ell(0) = 0 \).
- The supply function \( \Phi^\text{in}_\ell(x_\ell) : [0, \bar{x}_\ell] \to \mathbb{R}_{\geq 0} \) is strictly decreasing and Lipschitz continuous with \( \Phi^\text{in}_\ell(\bar{x}_\ell) = 0 \).
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Figure 1. Plot of prototypical supply and demand functions \( \Phi^\text{out}_\ell(x_\ell) \) and \( \Phi^\text{in}_\ell(x_\ell) \).

Assumption 1 implies that for each \( \ell \in \mathcal{L} \), there exists unique \( x_{\ell}^{\text{crit}} \) such that

\[
\Phi^\text{out}_\ell(x_{\ell}^{\text{crit}}) = \Phi^\text{in}_\ell(x_{\ell}^{\text{crit}}) =: \Phi_{\ell}^{\text{crit}}.
\]

2.4 Dynamic Model

At each junction \( v \in V \), there exists a collection of fixed split ratios \( \{ \beta_{-\ell} \}_{\ell \in \mathcal{L}_{\text{out}}} \) with each \( \beta_{-\ell} > 0 \) describing flow incoming flow is split among outgoing links. Conservation of flow implies

\[
\sum_{\ell \in \mathcal{L}_{\text{out}}} \beta_{-\ell} \leq 1 \quad \forall v \in V,
\]

where strict inequality in (3) implies that a fraction of the flow is routed off the network via, e.g., an unmodeled off-ramp.

Note that we associate a single split ratio with each output link rather than with each input/output link pair as in [6]. This implies that split ratios cannot differ for different incoming links and, as we will see in Section 3, leads to a mixed monotonicity property. If we assume each junction is either single-input or single-output as in [10, 23], then there is no distinction between the two models.
The flow dynamics of the network are as follows:

\[ \dot{x}_\ell = f^\text{in}_\ell(x) - f^\text{out}_\ell(x) \quad \forall \ell \in \mathcal{L} \quad (4) \]
\[ \alpha^\nu(x) \triangleq \min \left\{ 1, \min_{\ell \in \mathcal{L}^\text{out}} \left\{ \frac{\Phi^\text{in}_\ell(x)}{\beta \sigma \sum_{k \in \mathcal{L}^\text{in}} f^\text{out}_k(x)} \right\} \right\} \quad \forall \nu \in \mathcal{V} \quad (5) \]
\[ f^\text{out}_\ell(x) = \alpha^\nu(\ell) \Phi^\text{out}_\ell(x) \quad \forall \ell \in \mathcal{R} \quad (6) \]
\[ f^\text{in}_\ell(x) = \begin{cases} \min\{d_\ell, \Phi^\text{in}_\ell(x)\} & \text{if } \ell \in \mathcal{R} \\ \beta \sigma \sum_{k \in \mathcal{L}^\text{in}} f^\text{out}_k(x) & \text{if } \ell \in \mathcal{O}. \end{cases} \quad (7) \]
\[ f^\text{out}_\ell(x) = \alpha^\nu(\ell) \Phi^\text{out}_\ell(x) \quad \forall \ell \in \mathcal{L} \quad (8) \]

Above, \( \alpha^\nu(x) \in [0, 1] \) defined in (6) is a factor that scales the outgoing flow of each input link at the junction \( x \) such that the incoming flow to each output link is less than its supply. Thus, the model (4)–(8) maximizes the flow through links while ensuring that the outgoing flow at each link does not exceed the link’s demand and the incoming flow does not exceed the link’s supply. For entry link \( \ell \in \mathcal{R} \), the incoming flow is additionally restricted to not exceed the exogenous demand \( d_\ell \). The model further requires that, at each junction, the collection of outgoing flows for the input links is proportional to the collection of flow demand from the input links. This condition is referred to as proportional-priority, [21, 22], and differs from the constant priority model employed in [7, 8].

From (4)–(8), we have forward invariance of the domain

\[ \mathcal{N} \triangleq \prod_{\ell \in \mathcal{L}} [0, x_\ell]. \quad (9) \]

The model (4)–(8) is modified from the model proposed in [6] so that entry links have finite capacity. This is reasonable for traffic networks where entry links correspond to onramps with finite storage capacity.

Define the routing matrices \( R_\mathcal{O} \in \mathbb{R}^{\mathcal{O} \times \mathcal{O}} \) and \( R_\mathcal{R} \in \mathbb{R}^{\mathcal{O} \times \mathcal{R}} \) elementwise as follows:

\[ [R_\mathcal{O}]_{\ell k} = \begin{cases} \beta & \text{if } k \in \mathcal{L}^\text{out}_\ell \text{ and } \ell \in \mathcal{O} \\ 0 & \text{otherwise} \end{cases} \quad \forall \ell, k \in \mathcal{O} \quad (10) \]
\[ [R_\mathcal{R}]_{\ell k} = \begin{cases} \beta & \text{if } k \in \mathcal{L}^\text{out}_\ell \text{ and } \ell \in \mathcal{O} \\ 0 & \text{otherwise} \end{cases} \quad \forall k \in \mathcal{O}, \forall \ell \in \mathcal{R}. \quad (11) \]

**Assumption 2** The matrix \((I - R_\mathcal{O})\) is invertible.

Assumption 2 is equivalent to the assertion that eventually all vehicles will leave the network and is thus a natural assumption on the split ratios [27]. Let

\[ P = (I - R_\mathcal{O})^{-1} R_\mathcal{R}. \quad (12) \]

that is, \( P \) describes how the flow from entry links is routed through the network. As \((I - R_\mathcal{O})^{-1} = I + R_\mathcal{O} + R_\mathcal{O}^2 + \ldots\), we have \( P \geq 0 \). Let

\[ f^\text{out}_\ell = \begin{cases} d_\ell & \text{if } \ell \in \mathcal{R} \\ [P d]_\ell & \text{if } \ell \in \mathcal{O}. \end{cases} \quad (13) \]

where \([P d]_\ell\) is the \( \ell \)th entry of \( P d \).

**Assumption 3** The input flow \( d = \{d_\ell\}_{\ell \in \mathcal{R}} \) satisfies

\[ f^\text{out}_\ell < \Phi^\text{crit} \quad \forall \ell \in \mathcal{L}. \quad (14) \]

Assumption 3 states that the network has adequate capacity to accommodate the input flow \( d \), that is, \( d \) is strictly feasible [14]. It follows from Assumption 3 that

\[ x_\ell^0 \triangleq (\Phi^\text{out})^{-1}(f^\text{out}_\ell) < x_\ell^\text{crit} \quad (15) \]

for all \( \ell \in \mathcal{L} \) constitutes an equilibrium of the traffic network dynamics (4)–(8). Indeed, for this case, \( \alpha^\nu(x^0) = 1 \) for all \( \nu \) where we define \( x^0 = \{x_\ell^0\}_{\ell \in \mathcal{L}} \), that is, the outgoing flow on every link is equal to demand. A key result of this paper is that this equilibrium is unique and globally asymptotically stable for a class of networks defined subsequently.

### 3 Nonmonotone behavior of traffic networks

#### 3.1 Lack of monotonicity

Consider the system \( \dot{x} = G(x) \), \( x \in X \subseteq \mathbb{R}^n \) where \( X \) is forward invariant and has convex interior. Suppose \( G(\cdot) \) is locally Lipschitz and satisfies

\[ \frac{\partial G_i}{\partial x_j}(x) \geq 0 \quad \forall x \in X, \forall i \neq j \quad (16) \]

whenever the derivative exists. Then the system \( \dot{x} = G(x) \) is order-preserving with respect to the positive orthant \( \mathbb{R}_{\geq 0}^n \), that is,

\[ x(0) \leq y(0) \text{ implies } x(t) \leq y(t) \quad \forall t \geq 0 \quad (17) \]

where \( x(t), y(t) \) are solutions of the system with initial conditions \( x(0), y(0) \). A dynamical system \( \dot{x} = G(x) \) satisfying (16) is said to be monotone with respect to the positive orthant, or simply monotone [17, 26].

Traffic flow networks with no diverging junctions are monotone, as has been noted and studied in [6, 14]. However, networks with diverging junctions are not monotone. To see this, consider a diverging junction \( v \) and assume some link \( \ell \in \mathcal{L}_v^\text{out} \) is the unique minimizer in (6).
for some \( x \) so that, for all \( y \) in a neighborhood of \( x \),

\[
\alpha''(y) = \Phi^\text{in}_k(y_k) \left( \beta_{-t} \sum_{\ell \in \mathcal{L}^\text{out}} \Phi^\text{out}_k(y_k) \right)^{-1}. \tag{18}
\]

It follows that, for all \( k \in \mathcal{L}^\text{out}_\ell, k \neq \ell \) with \( \sigma(k) \neq \sigma(\ell) \),

\[
\frac{\partial F_k}{\partial x_\ell}(x) = \frac{\partial f^\text{in}_\ell}{\partial x_\ell}(x) = \frac{\partial}{\partial x_\ell} \left( \beta_{-t} \Phi^\text{in}_\ell(x_\ell) \right) < 0, \tag{19}
\]

and thus the system is not monotone. We interpret (19) as follows: We assume the supply of downstream link \( k \) is less than upstream demand due to congestion, and thus link \( k \) inhibits flow through the junction. Therefore, an increase in the number of vehicles on link \( k \) would worsen the congestion (decrease supply), and vehicles destined for link \( \ell \) would further block flow to other outgoing links, causing a reduction in the incoming flow to these links.

That is, the derivative of incoming flow to a downstream link \( k \neq \ell \) with respect to link \( \ell \) is nonzero and, in particular, is negative since \( \Phi^\text{in}_k(x_k) \) is a decreasing function. Thus, lack of monotonicity is indeed expected for traffic networks and is relevant for transportation engineering because it is a primary explanation for why traffic control methods such as ramp metering are able to increase throughput.

**Remark 1** It is standard to generalize the condition (16) to partial orders with respect to arbitrary orthants \([16]\), and one may wonder if the traffic dynamics are monotone with respect to some alternative orthant order. The answer is negative; indeed, the relationship (19) holds for any pair of output links, and for a junction with at least three output links, this implies that the system is not monotone with respect to any orthant via the graphical condition in, e.g., [3, Proposition 2].

The phenomenon of downstream traffic blocking flow to other downstream links at a diverging junction is referred to as the **first-in-first-out (FIFO)** property, [10, 21], and it is a feature of traffic flow that has been observed even on wide freeways with many lanes, [4, 24]. Some of the recent literature in dynamical flow models propose alternative modeling choices for diverging junctions, e.g., [5, 23], which ensures that the resulting dynamics are monotone and therefore do not exhibit this FIFO property.

### 3.2 A weaker property: Mixed monotonicity

The main result of this paper is that, while vehicular traffic networks are not monotone, they possess a weaker **mixed monotonicity** property. This property allows the traffic network dynamics to be embedded within a larger monotone system amenable to techniques for stability analysis of such systems.

We begin with a general characterization of mixed monotone systems which is a continuous-time analogue of the characterization in [25] and is closely related to recent results for nonmonotone interconnections of monotone systems, e.g., [1], as we discuss in Section 5.

**Definition 1 (Mixed Monotone)** The system \( \dot{x} = G(x), x \in X \subseteq \mathbb{R}^n \) where \( X \) has convex interior and \( G \) is locally Lipschitz is mixed monotone if there exists a locally Lipschitz continuous function \( g(x,y) \) satisfying:

1. \( g(x,x) = G(x) \) for all \( x \in X \)
2. \( \frac{\partial g_i}{\partial x_j}(x,y) \geq 0 \) for all \( x, y \in X \) and all \( i \neq j \) whenever the derivative exists
3. \( \frac{\partial g_i}{\partial y_j}(x,y) \leq 0 \) for all \( x, y \in X \) and all \( i, j \) whenever the derivative exists.

The function \( g(x,y) \) is called a decomposition function for the system.

For a mixed monotone system with decomposition function \( g(x,y) \), it follows that the symmetric system

\[
\dot{x} = g(x,y) \tag{20}
\]

\[
\dot{y} = g(y,x) \tag{21}
\]

is order-preserving with respect to the orthant \( \mathbb{R}^n_{\geq 0} \times \mathbb{R}^n_{\geq 0} \). We call (20)–(21) the **embedding system** for the mixed monotone system \( \dot{x} = G(x) \). The embedding system plays a key role in the analysis to follow.

For all \( \ell, k \in \mathcal{L} \), define

\[
s_{\ell k} = \begin{cases} 
1 & \text{if } \tau(k) = \tau(\ell) \text{ and } k \neq \ell \\
0 & \text{else}
\end{cases} \tag{22}
\]

and for each \( \ell \in \mathcal{L} \) and \( x, y \in \mathbb{R}^\ell \), let

\[
\xi^\ell_k(x_k, y_k) = s_{\ell k} y_k + (1 - s_{\ell k}) x_k \quad \forall k \in \mathcal{L}, \tag{23}
\]

\[
\xi^\ell(x, y) = \{ \xi^\ell_k(x_k, y_k) \}_{k \in \mathcal{L}}. \tag{24}
\]

**Theorem 4** The traffic network model (4)–(8) is mixed monotone with decomposition function

\[
g_\ell(x,y) = f^\text{in}_\ell(\xi^\ell(x,y)) - f^\text{out}_\ell(x). \tag{25}
\]

**Proof.** We first note that \( F_\ell(x) \) is Lipschitz continuous for each \( \ell \in \mathcal{L} \); in the following, statements involving derivatives are interpreted to hold whenever the derivative exists.

For ease of notation, we interpret \( f^\text{in}_\ell(x,y) = f^\text{in}_\ell(\xi^\ell(x,y)) \). It holds trivially that \( g_\ell(x,x) = F_\ell(x) \) for all \( \ell \in \mathcal{L} \). We
now show that
\[
\frac{\partial f_{\text{out}}}{\partial x_k}(x) \leq 0 \quad \forall x \in \mathcal{X}, \forall \ell \neq k \tag{26}
\]
\[
\frac{\partial f_{\text{in}}}{\partial x_k}(x, y) \geq 0 \quad \forall x, y \in \mathcal{X}, \forall \ell \neq k \tag{27}
\]
\[
\frac{\partial f_{\text{in}}}{\partial y_k}(x, y) \leq 0 \quad \forall x, y \in \mathcal{X}, \forall k \tag{28}
\]
which implies that \( g_{\ell}(x, y) \) is indeed a valid decomposition function for the system and the system is mixed monotone, completing the proof.

To this end, first consider \( k \in \mathcal{L}_{\sigma(t)}^{\text{out}} \). We have
\[
\frac{\partial f_{\text{out}}}{\partial x_k}(x) = \frac{\partial \alpha^{\sigma(t)}(x) \Phi_{\ell}^{\text{out}}(x)}{\partial x_k} \tag{29}
\]
\[
\in \left\{ 0, \frac{\Phi_{\ell}^{\text{out}}(x_k)}{\sum_{j \in \mathcal{L}_{\sigma(t)}^{\text{in}}} \beta_{k-j} \Phi_{j}^{\text{out}}(x_j)} \right\} \leq 0. \tag{30}
\]
If \( k \in \mathcal{L}_{\sigma(t)}^{\text{in}} \), then (29) still holds and whenever \( \partial \alpha^{\sigma(t)}(x)/\partial x_k \neq 0 \), there exists \( m \in \mathcal{L}_{\sigma(t)}^{\text{out}} \) such that
\[
\alpha^{\sigma(t)}(x) = \left( \sum_{j \in \mathcal{L}_{\sigma(t)}^{\text{in}}} \beta_{m-j} \Phi_{j}^{\text{out}}(x_j) \right)^{-1} \Phi_{m}^{\text{in}}(x_m) \tag{31}
\]
\[
\frac{\partial \alpha^{\sigma(t)}(x)}{\partial x_k} = -\frac{\frac{\partial \Phi_{\ell}^{\text{out}}}{\partial x_k}(x) \Phi_{m}^{\text{out}}(x_m)}{\left( \sum_{j \in \mathcal{L}_{\sigma(t)}^{\text{in}}} \beta_{k-j} \Phi_{j}^{\text{out}}(x_j) \right)^2} \leq 0, \tag{32}
\]
and thus (26) holds. Next, we have
\[
\frac{\partial f_{\text{in}}}{\partial x_k}(x, y) = \begin{cases} 
\beta_{-\ell} \sum_{j \in \mathcal{L}_{\sigma(t)}^{\text{in}}} \frac{\partial \Phi_{j}^{\text{out}}}{\partial x_k}(x, y) & \text{if } k \in \mathcal{L}_{\sigma(t)}^{\text{in}} \tag{33} \\
0 & \text{else}
\end{cases}
\]
by (22)–(24). For \( k \in \mathcal{L}_{\tau(t)}^{\text{in}} \), we have
\[
\sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \frac{\partial f_{\text{out}}}{\partial x_k}(x, y) = \frac{\partial \alpha^{\tau(t)}(x, y)}{\partial x_k} \left( \sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \Phi_{j}^{\text{out}}(x_j) \right)
\]
\[+ \alpha^{\tau(t)}(x, y) \frac{\partial \Phi_{k}^{\text{in}}}{\partial x_k}(x_k). \tag{34}\]
If \( \alpha^{\tau(t)}(x, y) \neq 1 \) on some neighborhood of \( \xi^{\ell}(x, y) \), then there exists \( m \in \mathcal{L}_{\tau(t)}^{\text{in}} \) such that
\[
\alpha^{\tau(t)}(\xi^{\ell}(x, y)) = \left( \sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \beta_{m-j} \Phi_{j}^{\text{out}}(x_j) \right)^{-1} \Phi_{m}^{\text{in}}(\xi^{\ell}(x, y)), \tag{35}\]
\[
\frac{\partial \alpha^{\tau(t)}(x, y)}{\partial x_k}(x, y) = -\frac{\frac{\partial \Phi_{\ell}^{\text{out}}}{\partial x_k}(x_k) \Phi_{m}^{\text{in}}(\xi^{\ell}(x, y))}{\beta_{m-j} \left( \sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \Phi_{j}^{\text{out}}(x_j) \right)^2}. \tag{36}\]

Then (34) evaluates to zero for this case. Therefore,
\[
\frac{\partial f_{\text{in}}}{\partial x_k}(\xi^{\ell}(x, y)) \in \left\{ 0, \beta_{-\ell} \frac{\partial \Phi_{k}^{\text{out}}}{\partial x_k}(x_k) \right\} \geq 0, \tag{37}\]
and thus (27) holds. Finally, we have
\[
\frac{\partial f_{\text{in}}}{\partial y_k}(x, y) = \begin{cases} 
\beta_{-\ell} \frac{\partial \alpha^{\tau(t)}(x, y)}{\partial x_k}(x, y) \sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \Phi_{j}^{\text{out}}(x_j) & \text{if } \tau(k) = \tau(\ell) \text{ and } k \neq \ell \\
0 & \text{else}
\end{cases}. \tag{38}\]

If \( \frac{\partial \alpha^{\tau(t)}(x, y)}{\partial x_k}(x, y) \neq 0 \) for some \( k \neq \ell \) with \( \tau(k) = \tau(\ell) \), then it must be that
\[
\frac{\partial \alpha^{\tau(t)}(x, y)}{\partial x_k}(x, y) = \left( \sum_{j \in \mathcal{L}_{\tau(t)}^{\text{in}}} \beta_{-k} \Phi_{j}^{\text{out}}(x_j) \right)^{-1} \frac{\partial \Phi_{k}^{\text{in}}}{\partial x_k}(y_k). \tag{39}\]

We conclude that (28) holds because
\[
\frac{\partial f_{\text{in}}}{\partial y_k}(x, y) \in \left\{ 0, \beta_{-\ell} \frac{\partial \Phi_{k}^{\text{in}}}{\partial x_k}(y_k) \right\} \leq 0. \tag{40}\]

\( \square \)

4 Asymptotic Behavior

4.1 Main result

We now use Theorem 4 and the order-preserving properties of (20)–(21) to prove global stability of a particular class of traffic networks.

Definition 2 The connected graph \( G \) is said to be a polytree graph if the underlying undirected graph is acyclic.

The “underlying undirected” graph is the undirected graph that results from replacing each directed edge with an undirected edge between the same two nodes.

The class of networks that constitute polytree graphs is somewhat restrictive, as it does not allow cycles or multiple paths between two locations. However, polytrees still encompass a large class of relevant networks, such as a stretch of freeway with onramps and offramps, or a portion of a freeway network leading into (resp. out from) a large metropolitan area, which is useful for modeling the morning (resp. evening) commute patterns in the area. Furthermore, we show via a simple example in Section 4.2 that assuming the network is a polytree is necessary for the results presented here; this is an important observation in its own right as it demonstrates the limitations of the proposed approach and motivates additional techniques to overcome this limitation as discussed in Section 5.
Theorem 5 The equilibrium $x^*$ identified in (15) is globally asymptotically stable for polytree networks.

The proof proceeds as follows: We consider the embedding system (20)–(21) for the traffic flow dynamics and show that the extremal trajectory initialized at $(x_0, y_0) = (0, \bar{x})$ is such that $x(t)$ (resp. $y(t)$) is an increasing (resp. decreasing) function of time, converging to some limit $x^*$ (resp. $y^*$). By monotonicity of the embedding system, we have that the omega limit set of the traffic flow dynamics lies in the interval defined by $x^*$ and $y^*$. By appealing to the specific form of the traffic flow dynamics (4)–(8), we then show that $x^* = y^*$.

Proof. We have

$$0 \leq g_\ell(0, \bar{x}) = \begin{cases} d_\ell & \text{if } \ell \in \mathcal{R} \\ 0 & \text{if } \ell \in \mathcal{O} \end{cases} \quad (41)$$

$$0 \geq g_\ell(\bar{x}, 0) = \begin{cases} 0 & \text{if } \ell \in \mathcal{L} \setminus \mathcal{L}_{\text{sink}} \\ -\Phi^\text{out}_\ell(\bar{x}_\ell) & \text{if } \ell \in \mathcal{L}_{\text{sink}}. \end{cases} \quad (42)$$

Let $\leq_C$ be the order relation with respect to $C \triangleq \mathbb{R}^n_{\geq 0} \times \mathbb{R}_{\geq 0}$, that is, $(x, y) \leq_C (\bar{x}, \bar{y})$ if and only if $x \leq \bar{x}$ and $y \leq \bar{y}$. Trivially, $(0, \bar{x}) \leq_C (\bar{x}, 0)$ and (41)–(42) implies

$$(g(\bar{x}, 0), g(0, \bar{x})) \leq_C (0, 0) \leq_C (g(0, \bar{x}), g(\bar{x}, 0)). \quad (43)$$

Now consider the solution $(x(t), y(t))$ to (20)–(21) with initial condition $(0, \bar{x})$. Since (20)–(21) is order-preserving with respect to $C$, the second inequality of (43) implies that $(x(t), y(t))$ is monotonically increasing with respect to $\leq_C$ [26, Ch. 3, Prop. 2.1]. Symmetrically, $(y(t), x(t))$ is the solution to (20)–(21) with initial condition $(\bar{x}, 0)$ and is monotonically decreasing by the first inequality of (43). It follows that $(x(t), y(t)) \to (x^*, y^*)$ for some $(x^*, y^*)$ an equilibrium of (20)–(21) satisfying

$$x^* \leq x^* \leq y^*. \quad (44)$$

By symmetry, $(y^*, x^*)$ is also an equilibrium of (20)–(21). That is, $f_\ell^\text{in}(\xi(x^*, y^*)) = f_\ell^\text{out}(x^*)$ for all $\ell \in \mathcal{L}$, and $f_\ell^\text{in}(\xi(y^*, x^*)) = f_\ell^\text{out}(x^*)$ for all $\ell \in \mathcal{L}$. Consider a trajectory $z(t)$ of (4)–(8) with initial condition $z^0 \in \mathcal{X}$ and let $\omega(z^0)$ denote the corresponding omega limit set. This induces the corresponding trajectory $(z(t), z(t))$ of the symmetric system (20)–(21) with initial condition $(z^0, z^0)$.

Since $(0, \bar{x}) \leq_C (z^t, z^t) \leq_C (\bar{x}, 0)$, it follows that $(x(t), y(t)) \leq_C (z(t), z(t)) \leq_C (y(t), x(t))$ for all $t \geq 0$, that is,

$$x(t) \leq z(t) \leq y(t) \quad \forall t \geq 0. \quad (45)$$

We thus have $x^* \leq w \leq y^*$ for all $w \in \omega(z^0)$. We now show that $x^* = y^*$.

Suppose $y^* \neq x^*$. Recalling that $y^* \geq x^*$, this implies there exists $\ell \in \mathcal{L}$ such that $y^*_\ell > x^*_\ell$. By acyclicity of polytree networks, we assume, without loss of generality, that there does not exist $k \in \mathcal{L}^\text{out}_{\sigma(\ell)}$, such that $y^*_k > x^*_k$ (otherwise we could choose this downstream link $k$ instead of $\ell$). This implies that $\Phi^\text{in}_k(y^*_k) = \Phi^\text{in}_k(x^*_k)$ for all $k \in \mathcal{L}^\text{out}_{\sigma(\ell)}$. Without loss of generality, we further assume that $f^\text{out}_j(y^*) > f^\text{out}_j$. Indeed, if this were not the case, then there must exist some downstream link with inadequate supply since $\Phi^\text{out}_j(y^*_j) > \Phi^\text{out}_j(x^*_j) = f^e_j$. That is, there exists $k \in \mathcal{L}^\text{out}_{\sigma(\ell)}$, for which $y^*_k > x^*_k$, such that

$$\sum_{j \in \mathcal{C}^\text{in}_{\sigma(\ell)}} f^\text{in}_j(y^*) = (1/\beta_k) f^\text{in}_k(y^*_k) > \sum_{j \in \mathcal{C}^\text{in}_{\sigma(\ell)}} f^\text{in}_j, \quad (46)$$

for which there must exist some $j \in \mathcal{L}^\text{in}_{\sigma(\ell)}$, $j \neq \ell$ with $f^\text{out}_j(y^*) > f^e_j$, and we could choose $j$ instead of $\ell$.

We thus have $f^\text{in}_k(\xi(x^*, y^*)) = f^\text{out}_k(y^*) > f^e_k$. Define $\ell_0 \triangleq \ell$ and, starting from $\ell_0$, choose inductively $\ell_1, \ell_2, \ldots, \ell_n$ to satisfy $\ell_j \in \mathcal{L}^\text{out}_{\sigma(\ell_{j-1})}$ for all $i$ (that is, link $\ell_i$ is upstream of link $\ell_{i-1}$) such that $f^\text{out}_j(y^*) > f^e_j$, until no additional upstream link satisfying this condition exists. Note it is possible that $\ell_n = \ell_0 = \ell$. Thus

$$f^\text{in}_n(\xi(x^*, y^*)) = f^\text{out}_n(y^*) > f^e_n \quad (47)$$

and $f^\text{out}_j(y^*) \leq f^e_j$ for all $j \in \mathcal{L}^\text{in}_{\sigma(k_n)}$, which implies

$$\beta_{-\ell_n} \sum_{j \in \mathcal{C}^\text{in}_{\sigma(\ell_n)}} f^\text{out}_j = f^\text{out}(y^*) \leq f^e_n \quad (48).$$

With (47), this implies that $f^\text{in}_n(\xi(x^*, y^*)) > f^\text{in}(y^*)$. Thus there must exist $k$ with $\tau(k) = \tau(\ell_n)$ and $k \neq \ell_n$ such that the supply of link $k$ at state $y^*$ limits the outflow of the upstream links, that is, link $k$ is such that $\beta_{-k} \sum_{j \in \mathcal{C}^\text{in}_{\tau(k)}} f^\text{out}_j = \Phi^\text{in}_k(y^*_k)$ for which $\Phi^\text{in}_k(y^*_k) \leq f^e_k$.

Define $k_0 = k$ and construct another sequence $k_1, k_2, \ldots, k_n$ satisfying $k_i \in \mathcal{L}^\text{out}_{\sigma(k_{i-1})}$ for all $i$ (that is, link $k_i$ is downstream of link $k_{i-1}$) such that $\Phi^\text{in}_k(y^*_k) \leq f^e_k$, until no additional downstream link satisfying this condition exists. Note it is possible that $k_n = k_0 = k$. It thus holds that $\Phi^\text{in}_k(y^*_k) \leq f^e_k$ and $\Phi^\text{in}_j(x^*_j) > f^e_j$ for all $j \in \mathcal{L}^\text{out}_{\sigma(k_n)}$. Recall

$$f^\text{out}(y^*) \leq \Phi^\text{in}_k(y^*_k) < \Phi^\text{out}(y^*_k), \quad (49)$$

where the second inequality follows because $\Phi^\text{in}_k(y^*_k) \leq f^e_k$ and thus $y^*_k > x^*_k$. Therefore there exists $j \in \mathcal{L}^\text{out}_{\sigma(k_n)}$ such that $\beta_{-j} \sum_{m \in \mathcal{C}^\text{in}_{\tau(k_n)}} f^\text{out}_m(y^*) = \Phi^\text{in}_j(y^*_j)$, but then there must exist $m \in \mathcal{L}^\text{out}_{\sigma(k_n)}$ such that $f^\text{in}(y^*_j) > f^e_m$ since $\Phi^\text{in}_j(y^*_j) > f^e_j$, for which $y^*_m > x^*_m$. However, $m \neq \ell_i$ for any $\ell_i \in \{\ell_1, \ldots, \ell_n\}$ chosen previously, as this would...
imply the graph is not a polytree. Taking $\ell = m$, we could begin the process again, continuing indefinitely; since the graph is finite, we arrive at a contradiction, and thus we must have $y^* = x^c$.

Now suppose $x^* \neq x^c$, that is, there exists $\ell$ such that $x^*_\ell < x^c_\ell$. Without loss of generality, assume there does not exist $k \in L^\text{in}_\ell$ such that $x^*_k < x^c_k$. This implies

$$f^\text{out}_\ell(x^*) \leq \Phi^\text{out}_\ell(x^*_\ell) < f^c_{\ell^\text{out}}.$$  \hspace{1cm} (48)

Since $f^\text{in}_\ell(\xi(\cdot), y^*) = f^\text{out}_\ell(x^*)$ and

$$\beta_{\ell^\text{out}} \sum_{k \in L^\text{in}_{\ell^\text{in}}} \Phi^\text{in}_k(x^*_k) = \beta_{\ell^\text{out}} \sum_{k \in L^\text{in}_{\ell^\text{in}}} \Phi^\text{out}_k(x^*_k) = f^c_{\ell^\text{out}},$$  \hspace{1cm} (49)

there must exists $j \in L^\text{out}_{\ell^\text{in}(\ell)}$, $j \neq \ell$, such that $f^\text{in}_\ell(\xi^*(\cdot), y^*) = (\beta_{\ell^\text{out}}/\beta_{\ell^\text{in}}) f^\text{in}_j(y^*_j)$, for which we must have $y^*_j > x^c_j$; a contradiction since we have shown $y^* = x^c$. As $x^* = y^* = x^c$, we conclude that $\omega(x^0) = \{x^c\}$ for all $x^0 \in \mathcal{X}$, that is, the equilibrium $x^c$ is globally attractive.

Finally, suppose the links are indexed $1, \ldots, |\mathcal{L}|$ such that the index of link $\ell$ is less than the index of each $k \in L^\text{out}_{\ell^\text{in}(\ell)}$ (such an indexing is always possible for polytree graphs). Then the Jacobian evaluated at the equilibrium, $DF/\partial x(x^c)$, is lower triangular with respect to this indexing since $f^\text{out}_\ell(x^c) = \Phi^\text{out}_\ell(x^c)$ for all $\ell \in \mathcal{L}$. Additionally, the Jacobian contains strictly negative entries along the diagonal since $\Phi^\text{out}_\ell(\cdot)$ is strictly increasing, and it is therefore Hurwitz. Thus the equilibrium is locally asymptotically stable by, e.g., [19, Theorem 4.7] and therefore globally asymptotically stable since it is also globally attractive.  \hspace{1cm} \Box

4.2 Examples

We first consider an example consisting of a single primary junction with multiple inputs and outputs which satisfies the polytree assumption.

**Example 1** Let $\mathcal{R} = \{1, 2, 3\}$ and $\mathcal{O} = \{4, 5\}$, and suppose the network consists of one primary junction as in Figure 2. We assume each link has supply and demand functions of the form

$$\Phi^\text{in}_\ell(x_\ell) = \zeta_\ell - m_\ell x_\ell$$  \hspace{1cm} (50)

$$\Phi^\text{out}_\ell(x_\ell) = \gamma_\ell(1 - \exp(-\delta x_\ell))$$  \hspace{1cm} (51)

where $\zeta_\ell \in [4, 10]$, $m_\ell \in [0.75, 1.25]$, $\gamma_\ell \in [4, 6]$, $\delta_\ell \in [0.25, 0.75]$, and each parameter is chosen uniformly randomly from the given set for the simulation. The split ratios $\beta_{\ell^\text{in}}$ and $\beta_{\ell^\text{out}}$ are also chosen randomly. The exogenous input satisfies $d_\ell \in [3, 5]$ and is chosen uniformly randomly, and we ensure $\{d_\ell\}_{\ell \in \mathcal{R}}$ satisfies Assumption 3. Figure 3 shows plots of the demand and supply functions, along with a sample trajectory $x(t)$ of the system. We see that the system converges to the unique equilibrium, and furthermore $f^\text{out}_\ell(x(t))$ is strictly less than $\Phi^\text{out}_\ell(x^c_\ell)$ for $\ell \in \mathcal{R}$ for most of the sample trajectory, indicating that the flow is constrained by a downstream link. In particular, link 4 restricts the flow of upstream links and results in nonmonotone behavior. We see this in the lower plot of the figure, which shows $x_4(t)$ and $x_5(t)$, along with $y_4(t)$ and $y_5(t)$ for another trajectory with initial condition satisfying $y_0 \leq x_0$. Since the trace of $x_5(t)$ and $y_5(t)$ cross, the system is not monotone.
partially due to conservation of mass in the network but works rely on a one-norm contraction property that is tensive. Other approaches to proving stability of flow networks for nonmonotone interconnections of monotone subsystems. In [1, 2, 11, 12], a similar technique is used to establish general small-gain theorems for nonmonotone systems. In [1, 2, 11, 12], a similar technique is used to establish general small-gain theorems for nonmonotone interconnections of monotone subsystems. Other approaches to proving stability of flow networks rely on a one-norm contraction property that is partially due to conservation of mass in the network but requires monotone dynamics [5, 6]. It is not clear how techniques that rely on contraction properties can be extended to mixed monotone systems, even after embedding such systems in a symmetric monotone system as in (20)–(21). However, this is a natural area to explore for overcoming the polytree condition in Theorem 5.

We next present an example network that is not a polytree, for which \( y^* \neq x^* \) if we attempt to apply the proof technique of Theorem 5. This example shows that the polytree condition in Theorem 5 is tight and illuminates the limitations of applying monotonicity results to establish convergence in nonmonotone traffic flow networks. We discuss these limitations in further detail below.

**Example 2** Consider the traffic network shown in Fig. 4 and assume

\[
\Phi^\text{out}_\ell(x_\ell) = x_\ell, \quad \ell \in \{1, 2, 3, 4\} \\
\Phi^\text{in}_\ell(x_\ell) = 30 - x_\ell, \quad \ell \in \{1, 2, 4\} \\
\Phi^\text{in}_3(x_3) = 100 - x_3,
\]

and \( \beta_{-2} = \beta_{-3} = 1/2, \beta_{-4} = 1, \) and \( d_1 = 10. \) Then

\[
x^* = (10, 5, 5, 10), \quad f^* = (10, 5, 5, 10)
\]

constitutes the unique equilibrium and equilibrium flow. However, taking \( x^* = x^* \) and \( y^* = (20, 25, 50, 15), \) we have that \( g(x^*, y^*) = g(y^*, x^*) = 0 \) for \( g(x, y) \) as given in Theorem 4, that is, \( (x^*, y^*) \) and \( (y^*, x^*) \) constitute equilibria of the symmetric system. Nonetheless, simulations indicate that \( x^* \) is indeed globally asymptotically stable.

**5 Discussion and Conclusions**

We showed that traffic flow networks are not monotone due to multi-output junctions. Nevertheless, we observed in Theorem 4 that increasing the number of vehicles on one outgoing junction can only decrease incoming flow to adjacent outgoing links, and thus the dynamics are mixed monotone and amenable to an embedding into a higher order, symmetric monotone system.

Theorem 5 used monotonicity of this embedding system and proved convergence to the equilibrium of the original nonmonotone system. In [1, 2, 11, 12], a similar technique is used to establish general small-gain theorems for nonmonotone interconnections of monotone subsystems. Other approaches to proving stability of flow networks rely on a one-norm contraction property that is partially due to conservation of mass in the network but requires monotone dynamics [5, 6]. It is not clear how
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