Verifying Safety of Interconnected Passive Systems using SOS
Programming

Samuel Coogan and Murat Arcak

Abstract— We consider a network of interconnected dynami-
cal subsystems with a state-space safety constraint and propose
a verification technique that constructs a (robustly) invariant
set verifying safety. The invariant set is a sublevel set of a
Lyapunov function constructed from local storage functions
for each subsystem. Our approach requires only knowledge
of a local passivity property for each subsystem and the static
interconnection matrix for the network, and we pose the safety
verification as a sum-of-squares (SOS) feasibility problem. We
consider first the case when, in the absence of disturbance, the
unique equilibrium of the network is known. We then extend
these results to the case when the equilibrium of the networked
system is unknown.

I. INTRODUCTION

As the complexity of engineered systems increases, so
does the need for automated verification of these systems.
Approaches to safety verification for continuous dynamical
systems include reachability (see [1]-[3] and the references
therein), finite/countable state abstractions and the related no-
tion of approximate bisimulations [4], [5], and set invariance
[6], [7]. A common approach to establishing invariant sets is
to consider sublevel sets of Lyapunov functions [6], however
computation of Lyapunov functions is often elusive without
exploiting structural system properties. Furthermore, many of
the verification methods above quickly become intractable as
the dimension of the state space increases.

To obtain scalable safety verification techniques, it is
necessary to exploit additional properties or structure of the
underlying dynamical system. In this work, we consider in-
terconnected, passive subsystems, and we exploit the result-
ing networked system structure to compute safety-verifying
Lyapunov functions in a computationally efficient manner.
In particular, we use sum-of-squares (SOS) techniques [8] to
construct a composite Lyapunov function that verifies safety
from local storage functions.

Several practically important networks that comprise pas-
sive subsystems have been exhibited in [9]-[13]. The key
novelty in this paper is to exploit the flexibility in the
weights of the storage functions to shape the sublevel sets
and identify an invariant set that does not overlap with the
unsafe set. The second novelty is to allow disturbances.
Finally, we remove the assumption employed in standard
Lyapunov analysis that the system equilibrium be explicity
known. We present an equilibrium-independent verification
technique following the concept of equilibrium-independent
passivity introduced in [14].
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A related approach to verifying safety is to search for
a polynomial barrier function [7], [15]. However, such ap-
proaches generally do not exploit any network structure that
may be present. Furthermore, the equilibrium-independent
verification approach we propose allows the unsafe region or
the initial condition to depend on the unknown equilibrium.
For example a system may be considered safe if all trajec-
tories remain within a certain distance of the equilibrium.
In [16], the authors also consider constructing composite
Lyapunov functions using SOS techniques, however [16]
emphasizes the search for a decomposition of a large system
when structure such as passivity is not present and does not
consider disturbances or safety verification.

The remainder of this paper is organized as follows:
Section [[I] introduces preliminary notation, and Section
presents the problem formulation. Section develops our
verification technique in the case that the system equilib-
rium is known, and Section [V| extends these results to the
case when the equilibrium is unknown and considers two
examples. We provide concluding remarks in Section

II. NOTATION AND PRELIMINARIES

A polynomial s(x) is a sum-of-squares (SOS) polynomial
if s(z) = Y7 f?(z) for some polynomial functions f;(z),
i=1,...,n. We denote the set of SOS polynomials in x by
Y[z]. Given a set of polynomials {f; ;j(z)} fori=1,...,n
and j = 1,...,m and given Zsos C {1,...,n}, finding
another set of polynomials {p;(z)}?_, with p, € X[z] for
i € Zsos such that

foi @)+ pia)fij(@) € Lla] forj=1,...,m (1)
=1

is called a SOS feasibility problem. The feasible set for such
problems is convex and thus these problems can be readily
cast into a convex optimization program [8]. Solvers such
as SOSOPT [17] allow easy implementation of such SOS
feasibility problems.

The notation diag{-} indicates a square, diagonal matrix
with the arguments along the diagonal. For time-varying
quantities, explicit dependence on time ¢ is often omitted. e.g.
x(t) is written as x. We denote elementwise nonnegativity
of a vector v by v = 0. For a scalar-valued function f(z),
we denote the gradient with respect to z as V, f(x), which
we interpret as a column vector.



III. PROBLEM FORMULATION
A. Network of Interconnected Subsystems

Consider N single-input-single-output subsystems of the
form

Yi = hz(xv) ()

where each subsystem has state x; € R™, input u; € R,
disturbance w € W C R"v, and output y; € R where we
assume h;(-) is a polynomial function for all ¢. We further
assume 0 € W. Note that this setup allows the case where
each subsystem has its own disturbance w;, as we can assume
w 18 a concatenation of the individual disturbances w;.

Suppose the systems are interconnected via feedback ma-
trix K € RV*N guch that

I7 - fi(xhuhw)a

u= Ky 3)

T T
where u £ [uy uy]” and y £ |1 yn|
and the interconnected system has aggregate state =

[#] ... x%]T € R™ where n = Y.~ | n,. Furthermore,
define h(z) £ [h1(z1) hN(xN)]T and
fi(z1, (Kh(z))1,w)

fla,w) £ : (4)

Fr (@, (K()) v, w)

where (Kh(z)); denotes the ith element of the vector
Kh(x). Then

&= f(z,w) (&)

is the closed loop dynamical system consisting of subsystems
(@) interconnected by (3).

Assumption 1. When w = O,T @) admits a unique equilib-
rium x* £ [z37 ... ay"]" such that f(z*,0) = 0.

Note that Assumption 1 induces unique values for the
equilibrium inputs and outputs of the subsystems:

y* = hx"), (6)
ut & Ky*. (7)

In Section we assume u*, y*, and z* are known, and
in Section |V]| we consider the case when the equilibrium is
unknown using results from equilibrium-independent passiv-
ity theory [14].

B. Verifying a Safety Condition

Suppose there exists an unsafe region of the state space
U C R™ and we wish to verify that resulting trajectories of
the interconnected system 2)—(3)) are such that z(¢) € U for
any disturbance input w(-) with w(t) € W for all ¢ when the
system is initialized within a set of initial conditions I C R",
i.e. (0) € I. If this is the case, we say the system is safe
with respect to I and U or simply safe.

A set V C R” is said to be invarian for & = g(x) if
z(0) € V = x(t) € Vforallt >0, and V is said to

Such sets are sometimes called positively invariant sets to emphasize
the restriction to ¢t > 0.

be robustly invariant for the system & = g(z,w) if z(0) €
YV = z(t) € Vforallt >0 and all w € W [6].
It is clear that if there exists a set V such that

ICV, (8a)
UCR™V, (8b)
V is robustly invariant for (3)), (8¢)

then the interconnected system defined by ) and (3) is
safe. Furthermore, it is a fundamental property of Lyapunov
functions that if a Lyapunov function V' (z) exists for & =
f(z,0), then the sublevel set {x : V(x) < v} is an invariant
region for & = f(z,0) for any choice v € R>¢ [6], however
this set may not be robustly invariant in the presence of
disturbances.

In the sequel, we construct a Lyapunov function V(x)
comprised of storage functions associated with passivity
properties of each subsystem. Using SOS techniques, we
ensure that the sublevel set V £ {x : V(z) < 1} satisfies
(8), thus verifying safety.

IV. SAFETY VERIFICATION WITH KNOWN EQUILIBRIUM

For the interconnected system (2)-(3) satisfying Assump-
tion [I] we make the following additional Assumption:

Assumption 2a. There exists polynomial functions S;(-) :
R™ — R>g and o;(-) : R™ — R for i = 1,...,N such
that for all w € W
Vi, Si(wi) - fi(wi, i, w)
< (i —ui) (ys —y;) +oilzi)
9)

—y;) = pilyi

Sor some positive definite function p;(-).

The expression on the lefthand side of (9) constitutes
the time derivative of S;(x;) along trajectories of the ith
subsystem. Typically, o;(-) captures the effect of a bounded
disturbance w € W (see examples below) and Assumption
implies that the subsystems are strictly output passive
in the absence of a disturbance (i.e. w = 0), see [18] for a
general treatment of passive systems. Note that the bound ()
is assumed to hold for all w € W and thus the righthand side
implies a robustness property without explicit consideration
of W.

Define the following:

A *

ttu—ut, gEy—y* (10)

where u; and y; are then understood to be the ith entry of
4 and ¥, respectively. Furthermore, define

Y
12)

/J‘N(Z?N)]T

O'N(CCN)}T

p(9) = [p1(in)

o(x) £ [o1(21)

Assume the unsafe set U and set of initial conditions [
are given by

U={z:py(z) = 0}

I'={z:pi(z) = 0}

13)
(14)



for vector polynomial functions p;(-) and py(+).
Consider

N

V(l‘) £ ZdZSl(xl) (15)
i

for some constants d; > 0. We now propose a convex Syn-

thesis procedure for constructing V' (x) through appropriate

choice of d; such that

VE{z:V(z) <1} (16)
satisfies (8). Note that
VaV(z) - f(z,w)
N
= Zdivmisi(mi) - filzi, (Kh(z))i, w) )

i=1

< J9(DK + K™D}y +17D(p(p) + o)) (18)

for all w € W where D £ diag{ds, ..
given by (@), and follows from (9).

Theorem [ below presents sufficient conditions for finding
{d;}}, such that V as defined in (T3)-(T6) satisfies (8), and
Corollary [I] establishes when these conditions constitute a
SOS feasibility problem.

Theorem 1. Given S;(x), o;(x) satisfying @) for i =
1,...,N. If there exists d; > 0 for v = 1,...,N, SOS
polynomials si(x), sy(x), polynomial p(z), and € > 0 such
that

dn}, flz,w) is

—(V(z) = 1) = s7(x)"pr(x) € B[x] (19a)
V(z)—1—e—sy(z)py(x) € [z] (19b)
)

1_ _ _
~59(DK + KT D)j = 1" D(p(7) + o (x)
+p(z)(V(z) — 1) € [z] (19¢)
where V (x) is given by then the interconnected system

@-@) is safe.

Proof: Equation (19a) implies (8a)). To see this, suppose
x € I, then pr(z) = 0 and s1(x)Tpr(z) > 0. Since the
lefthand side of is a SOS polynomial and thus always
positive, it must be that —(V(x) — 1) > 0, and therefore
V(z) < 1. Similarly, for x € U, (I9b) implies V (z) > 1+e€,
and thus (8b) holds. Finally, implies (8c). To see this,
assume V (z) = 0, then p(2)V (x) = 0 and thus implies
that the right hand side of is nonpositive. From (I8) we
have V.V (z) - f(z,w) < 0, which is a sufficient condition
for robust invariance of V defined in @ see [6]. |
Note that § = h(z) — h(z*) and, since x* is assumed
known, 7 is a polynomial function of x in (I9¢).

Corollary 1. For fixed € > 0 and fixed polynomial p(z), the
existence of d; > 0 for i = 1,..., N and SOS polynomials
si(x), su(x) satisfying (I9) is a convex SOS feasibility
problem.

Note that allowing p(x) to be a free parameter results in
(19¢) being bilinear in the optimization variables. In practice,

such bilinear feasibility problems can often be solved by
iteratively solving for sets of optimization variables [7],
[15], [19]-[21], however convergence is not guaranteed and
computation time can be long. While this iterative approach
is possible, we wish to emphasize with Corollary |1| that for
fixed p(x), (I9) results in a convex formulation and that
it may be possible to obtain reasonable values for p(x)
using other means. For example, one approach is to fix
d; that may not guarantee safety but is such that a SOS
program consisting only of equation with p(z) as the
optimization variable is feasible. After finding a feasible p(x)
for this simplified condition, p(z) can be fixed for the full
convex SOS safety problem in Theorem [I}

Remark 1. If

* 1 *
pilyi —ui) = -y —ui)? (20)
for some «; > 0 for all ¢ = 1,..., NV, then we can replace
with the equivalent expression

—%Q(DE + ETD)j — 17 Do) + p()(V(z) — 1) € S[a]
1)

where E £ K —T~! and T' £ diag{v,...,7n}. The
motivation for this special case is the observation that for
output strictly passive systems with (20) and o;(x) = 0
(e.g., no disturbance), a sufficient condition for stability of
the equilibrium of the interconnected system is the existence
of diagonal D such that

DE+ ETD <0, (22)

see [22], [23]. This condition is known as diagonal stability
[24], and conditions ensuring that matrix F is diagonally
stable have been explored in the literature, e.g. [12], [13]
and references therein.

Diagonal stability helps illuminate the fundamental prin-
ciple behind Theorem [I} If the interconnected subsystems
satisfy (20) and E is diagonally stable, then it is often the
case that many choices of D satisfy (22)), and we choose D
such that the invariant sublevel set {x : V(x) < 1} certifies
safety of the interconnected system.

Remark 2. The verification approach above can easily be
extended to the case where h;(z), pr(z), pu(x), Si(z),
and/or o;(x) are rational functions rather than polynomials
by multiplying the lefthand side of (19a)-(19¢) by the
least common multiple of the denominators of the rational
functions in each expression.

V. SAFETY VERIFICATION WITH UNKNOWN
EQUILIBRIUM

We now consider the case when the exact equilibrium of
the networked system is unknown. We assume f;(x;, u;, w)
is polynomial in x; and u; and each subsystem satisfies
a variant of Assumption [2a] that holds independently of
the equilibrium location, thereby allowing us to nonetheless
verify safety of the interconnected system.



For each subsystem of the form @) we assume there exists
nonempty X" C R™ such that for each x] € &}*, there exists
a unique u; € R such that

fi(zf,ur,0) = 0. (23)

Define

kyi: X" — R such that f;(z], ky(2]),0) =0. (24)

We call k,, ; the equilibrium-to-input map of subsystem ¢. We
now make the following assumption, parallel to Assumption

24 in Section [[V]

Assumption 2b. There exists polynomials S;(-,-) : R™ x
R™ — R and o;(-,-) : R™ x R™ — R such that
v:vi Si(xia x;k) : f(x'm U, U/)
< (wi —ui)(yi — ;) — pilyi — y;) + oilzi, 27)

Yw; € W; Vﬂ?f S Xi* (25)

for positive definite function p;(-) where yi = h;(z
is understood that v} = ky ;(x}).

*) and it

When the systems are interconnected via u = Ky, there
exists a unique equilibrium state * when w = 0 by Assump-
tion [T} and thus it must be that =} € X;* for this equilibrium.
Storage functions S;(z;, z}) such as those in Assumption
were introduced to verify equilibrium-independent passivity
[14]. The authors of [14] give an explicit formula for com-
puting S;(x;, z}) for scalar systems when certain conditions
are met and propose a SOS-based synthesis procedure for
higher-order systems. Here, we further include the functions
o;(z;,x}) to accomodate the disturbance input w and define:

ku(2*) 2 [kua(z}) kun (23)]

o(x,2*) £ [o1(21, 27) UN(xvi}FV)]T

(26)
27)

Assume the unsafe set U and set of initial conditions I are
given by

I={(x,2"):pr(x,z*) = 0} (28)
U={(z,z%) : py(z,z*) = 0} (29)
for vector polynomials p;(-,-) and py (-, -). Consider
N
) &> diSi(wi, ) (30)

for some constants d; > 0. Analogous to (T7)—(I8), we have

N

=Y diVe.Si(wi,}) - filws, (Kh(z))i,w) (1)
i=1

< %(h(x) — h(z*))" (DK + KT D)(h(z) — h(z"))

+17D(p((h(z) = h(z*)) + o(x,2")).

Theorem 2] below presents sufficient conditions for finding
{d;}N such that V & {x : V(x,2*) < 1} satisfies (8) and
Corollary 2] establishes when these conditions constitute a
SOS feasibility problem.

(32)

Theorem 2. If there exists d; > 0 for i = 1,..., N,
sum-of- squares polynomials si(x), sy(x), polynomials
{ri(z,&)}3_, and p(x,&), and € > 0 such that

_( ("E,g) - 1) - S](l’,f)Tp[((E,f)

—rl(sc,ﬁ)Tf(&Kh(O,O) >0
(33a)

V(z,) —1—€e— SU(x,f)TpU(x,E)
—ro(x,)" f(§, KR(€),0) > 0

(33b)
_%(h(;p)—h(g)) (DK + K" D)(h(x) - h(§))
—1"D(p((h(x) — h(€)) + o (,€))
+p(a, &) (V(x, ) — 1) — r3(x,&)" f(&, Kh(£),0) >
(33c)

where V (x,§) is given by (30) then the interconnected system
@)-@) is safe.

Proof: The proof is similar to that of Theorem [T how-
ever (33) includes 7;(z, )T f(¢, Kh(£),0) fori=1,...,3,
respectively. These terms are equal to zero when £ = z*,
thus ensuring that V = {z : V(z,2*) < 1} satisfies (§). ™

Corollary 2. For fixed € > 0 and fixed polynomial p(x,§),
the existence of d; > 0 for i« = 1,..., N, SOS polynomials
si(z,€), su(x, &), and polynomials {r;(x,&)}3_, satisfying
(33) is a convex SOS feasibility problem.

As in Remark [2] the approach above can be extended to
the case where the given functions are rational rather than
polynomial.

Remark 3. Observe that the sets I and U as given in
(28)—([29) may depend on the unknown equilibrium z*. For
example, the networked system could be considered safe
if all trajectories remain within a certain distance of the
equilibrium.

Example 1. Consider the two subsystems
y=ai (34
y2=x2 (35

where |wy(t)] < 0.1 and |w2(t)| < 1 for all t and c1, co are
known constants. Consider the interconnection u = Ky,

A O 1
K [1 0] |
When wy = 0 and wy = 0, we have that k, 1 (z}) = x> and
ky.2(x3) = x5 are the equilibrium state-to-input maps and it
is clear that Assumption[I| holds as we can explicitly compute
x5 = (ca —c1)/2 and x5 = ((c1 + c2)/2)/3. However,
we will assume that ] and x5 are not explicitly computed

and instead rely on the equilibrium-independent properties
of Theorem [2} With

. 3
T1 = —x] +up +w +c,

To = —Ig + ug + wa + co,

(36)

3
Si(x1,27) = P e (37)

1

4 *
i —zix
4 1 1

1
Sa(ws, @3) = 5 (w2 — 23)%, (38)



we have
* * * 3 *
VaSi(ws,27) < (wi = i) (i = y7) = 70 = v))* + 0
(39)

where o1 = 1/100, o9 = 1E| and it is understood that y;
and u} are (polynomial) functions of x;.

Let
pir(x) 2 21 — 4, ph(r) 2oy —4 (40)
pr(z) & —4((x1 — 1)* + (22 — 1)*) + 1 (41)
and let the unsafe set and initial set be given by
U={z:py(@) 20} U{z:py(z) 20} (42)
I={z:pi(x) > 0}. 43)

Note that the unsafe set U is characterized as the disjunction
of two sets of the form 29), so we include two equations
of the form (33b) in the resulting SOS feasibility problem.
Also note that, in this example, p{;(x) and pr(z) are only
functions of x but, in general, could be functions of x* as
well, see Remark 3]

Choosing p(x,&) = 1 proves adequate for this example.
Fig. [1) shows results of the convex SOS program for various
choices of c1, co, and the resulting di, ds verifying safety
are also given in Fig. [I]

Since the system (34)—(36) can be viewed as the negative
feedback interconnection of two passive systems, the stan-
dard approach in stability analysis is to add the two storage
functions (dy = ds3) to construct a Lyapunov function.
However, for safety verification, it is important to shape
the level sets of V' (x) appropriately and different choices
of d; may be crucial as stated in Remark (1| In Example 1,
when (c1,c2) = (7,9), no choice of d; = dy exists verifying
safety. Indeed, Fig. [T{b) illustrates that for (cy,c2) = (7,9),
do =~ 2d; satisfies the safety condition, but it is clear that
for smaller ds, the sublevel set V = {z : V(z,2*) < 1}
will intersect the unsafe set U, and for larger d;, V will not
contain the set of initial conditions I.

Example 2. Consider four subsystems of the form (34) with
indices i € Ty = {1,2,3,4} and four subsystems of the form
[@3) with indices i € Ip = {5,6,7,8}. Suppose |w;| < 1
foralli=1,...,8 and

A T

c= [cl Ca €3 ¢4 C5 Cg C7 Cg] (44)
:[—2 -1 01 -2 0 1 2}. (45)

We use S; of the form 7)) for i € s and S; of the form
(38) for i € I, and then (39) holds for all i with o; = 1.

Suppose the interconnection among the subsystems is a
diffusive coupling described by the graph in Fig. 2fa), that
is

1, if 3 an edge between i and j
[Kij =  —deg(i), ifi=j (46)
0, otherwise

2In deriving (39), observe that nw < a(An?+1/(4))) for all w such that
|w| < « for any choice A > 0, in particular, (39) follows when A = 1/4.

2
o

—6 —6
—6 0 6 —6 0 6

(Cla 02) = (7’ 9)

(c1,e2) = (=1,-1)
(d1,ds) = (0.210,0.261)  (dy,ds) = (0.119,0.231)

(a) b)
6 6
@) ©
g0 g0
—6 —6
—6 0 6 —6 0 6

Ty Z1
(Cl, CQ) = (2, —2) (Cl, CQ) = (10, 6)
(dy,ds) = (0.168,0.117)  (dy,ds) = (0.065,0.075)
(© (d)
Initial Set, pr(z) >0
—V(z,z*) =1
Equilibrium if no disturbance
Unsafe Set, p}(z) >0 or p%(z) >0

Fig. 1. Certifying safety of Example 1 for various values of ¢1 and ca.

where [K|;; is the ijth element of K and deg(i) is the degree
of vertex 1. This interconnection induces a unique equilibrium
when w = 0, but the exact equilibrium is a priori difficult
to compute and thus we use Theorem [2] and Corollary 2] to
verify safety without knowing the equilibrium explicitly.

We assume each subsystem is initialized near its unforced,
no disturbance (i.e., u; = 0, w = 0) equilibrium, denoted by
2. In particular p;(z) = 0.1 — (z — )T (z — 2Y) with

o {(Cz‘)w’ ifi€la

. 47
! C; ifi1€1lp. “7)

We consider the system unsafe if |x;| > 4 for any i, and
thus

py(x) = o — 4> Vi, (48)

and we include one equation of the form (B3b) for each
pi;(z) in the SOS feasibility problem, which returns

(dla d27 d37 d4a d57 d67 d7a dS)
= (0.078,0.083,0.083,0.086,0.170,0.139,0.154,0.203)
(49)

such that V(x,z*) = Zle d;S;(z,x*). The SOS feasi-
bility problem is implemented in SOSOPT with si(x,§)
and sy (x, &) as quadratic SOS variables, r;(x,§) a linear
polynomial variable for each jEI and p(z,§) = 1.

3A total of ten such polynomial variables are required due to the eight
equations of the form (33b) resulting from (@S).



Time
(b)

Fig. 2. (a) Interconnection of subsystems in Example 2. (b) A sample
trajectory of the interconnected system. The robustly invariant set V = {z :
V(z,z*) < 1} established in Example 2 ensures that the trajectory remains
safe.

Fig 2Ib) shows an example trajectory of the system ini-
tialized at x(0) = x* that remains within the safe region.

VI. CONCLUSIONS

We have proposed a method for verifying a state-based
safety constraint of a network of interconnected dynamical
subsystems using sum-of-squares programming that con-
structs a global Lyapunov function as a linear combination of
local storage functions associated with each subsystem. The
constructed Lyapunov function certifies global safety using
local subsystem properties and knowledge of the network
interconnection, resulting in a computationally tractable ver-
ification approach. We first considered the case when the
network equilibrium is known and then extended our results
to the case when the equilibrium is unknown.

Future directions for research include considering inter-
connected subsystems with a probabilistic passivity frame-
work as considered in [25] rather than the worst case distur-
bance paradigm utilized in this work. Additionally, selection
of storage functions using SOS techniques as in [14] can be
incorporated into the above safety verification approach.
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