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ABSTRACT
We propose a methodology for synthesizing ramp meter-
ing control strategies for freeway networks from linear
temporal logic specifications. Such specifications allow
very rich control objectives constructed from temporal
operators such as “always” and “eventually” combined
with Boolean operators and encompass e.g. safety, reach-
ability, and liveness conditions. We use the cell trans-
mission model of traffic flow on freeway networks to
obtain a piecewise affine model of the traffic network,
and we apply recent results on control of such systems
from temporal logic specifications to synthesize ramp
metering strategies that are correct by construction. We
demonstrate our approach on several examples.

Categories and Subject Descriptors
I.2.8 [ARTIFICIAL INTELLIGENCE]: Problem Solv-
ing, Control Methods, and Search—Control theory ; D.2.4
[SOFTWARE ENGINEERING]: Software/Program
Verification—Formal methods

Keywords
Traffic networks, ramp metering, linear temporal logic,
piecewise affine dynamical systems

1. INTRODUCTION
Increased travel demand coupled with decreased avail-

ability of funds and space for expanded roadway has
made traffic management an increasingly important re-
search domain [15]. Methods for mitigating freeway
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traffic congestion often rely on ramp metering control
strategies that control the flow of vehicles entering the
freeway network at onramps, see [20] for an overview of
various approaches to ramp metering.
Existing ramp metering approaches often have fairly

simple objectives. Examples in recent literature include
[6] in which the control objective is to minimize a linear
combination of total travel time and total distance trav-
eled by all vehicles in the network over a finite horizon.
In [7], the authors construct ramp metering strategies
to induce an equilibrium in which the freeway is not
congested and throughput is increased compared to the
equilibrium with no ramp metering. In [22], the au-
thors modify a standard integral-action control law at
a single ramp so that the desired set-point is adaptively
adjusted to maximize throughput. In [9], the authors
apply model predictive control to obtain a ramp meter-
ing strategy for a freeway network and variable mainline
speed limits to minimize total time spent by all vehicles
in the network. In [11], the authors propose an iterative
learning algorithm for obtaining a (typically) daily con-
trol profile by considering effectiveness of control profiles
used on previous days.
In this work, we consider a much richer class of control

objectives for ramp metering. In particular, we consider
control specifications expressible in linear temporal logic
(LTL), see [2] and [1] for overviews. LTL allows control
specifications that include safety conditions such as “al-
ways avoid traffic congestion”, reachability properties
such as “eventually attain acceptable traffic through-
put”, liveness conditions such as “always eventually dis-
charge long ramp queues”, sequentiality conditions such
as “avoid congestion until onramp queues are full”, and
many combinations of these conditions.
We model freeway networks using the Cell Transmis-

sion Model (CTM) [3, 4], see also [6, 7]. In the CTM, the
fluid-like flow of traffic through junctions is determined
by considering the upstream demand of vehicles wish-
ing to move through the junction and the downstream
supply of available road space. The demand of traffic



wishing to exit a link is linear in the density of vehicles
on that link up to a saturating flow value. Likewise, sup-
ply of road space decreases linearly up to a jam density
for which no road capacity is available. Furthermore,
flow of an upstream link at a junction is divided among
downstream links via fixed turn ratios, and supply of a
downstream link is divided among upstream links via
fixed supply ratios. Combined, these factors lead to a
piecewise affine (PWA) traffic network model.
By considering each partition of the PWA traffic net-

work model to be a single state in a finite state machine,
we create an abstraction of the traffic network dynam-
ics amenable to the powerful results available from the
formal methods domain of computer science. In particu-
lar, we leverage results developed in [27] for synthesizing
control strategies of PWA systems to achieve objectives
expressible as LTL formulae, see [14, 12] for related the-
ory on controller synthesis. In [27], the authors provide
a software package called conPAS2 to automate the con-
troller synthesis process. We employ a modified version
of conPAS2 that allows for input constraints that are
based on the current state and can be calculated using
polytopic operations, see Section 5.3.
An important contribution of [27] is the ability to find

controllers even when the finite state abstraction of the
traffic network is not deterministic; this novelty is made
possible by the algorithm for solving Rabin games on
graphs developed in [10]. The approach taken to con-
troller synthesis in this paper and in [27] is related to
the bisimulation approach employed in [23], however the
abstractions obtained here and in [27] are typically non-
deterministic and therefore only a simulation [1] of the
PWA dynamics.
This paper is organized as follows: In Section 3, we

review necessary preliminaries. In Section 4, we derive
the piecewise affine CTM model of traffic flow on free-
way networks. In Section 5, we describe the controller
synthesis process, and we suggest a method for refining
the partitioning of the traffic network PWA model to
decrease conservativeness of the synthesis method and
to allow for richer controller specifications. We present
examples in Section 6 and provide concluding remarks
in Section 7.

2. NOTATION
Let N ≜ {0, 1, 2, . . .}. For a function x[t] with t ∈ N,

we interchangeably refer to x[t] as a sequence or a sig-
nal. In the context of finite state machines or transition
systems, such sequences are sometimes called strings or
words. We often drop the index variable when it is ap-
parent from context, i.e. we write x for x[t].
For a set Q, 2Q denotes the set of all subsets of Q,

|Q| denotes the cardinality of Q, and int(Q) denotes the

interior of Q. For a finite set of points Q = {qi}|Q|
i=1 with

qi ∈ Rn for all i, we let hull(Q) denote the convex hull
of Q, that is

hull(Q) =


|Q|∑
i=1

αiqi

∣∣∣ |Q|∑
i

αi = 1, αi ≥ 0 ∀ i

 ⊂ Rn.

(1)

For two vectors x, y ∈ Rn, x ≤ y denotes elementwise
inequality, and x < y denotes elementwise strict inequal-
ity.

3. PRELIMINARIES

3.1 Polytopes
A polytope X ⊆ Rn is a convex set representable as

the intersection of a finite number of half-spaces, that is

X = {x | Hx ≤ K} (2)

for matrix H ∈ Rm×n and vector K ∈ Rm where m is
the number of half-spaces defining X . A polytope is full
dimensional if there exists a point x such that Hx < K.
Alternatively, X can be defined as the convex hull of its
vertices. That is, X = hull{V (X )} where V (X ) is the
set of vertices of X .

3.2 Piecewise Affine Systems
A discrete-time piecewise affine (PWA) dynamical sys-

tem has dynamics [8]

x[t+ 1] = f(x[t], u[t]) (3)

≜ Apx[t] +Bpu[t] + cp if x[t] ∈ Xp (4)

where x ∈ Rn is the state, u ∈ U ⊂ Rm is the control
input which is constrained to lie within the polytope U ,
and Xp is a full dimensional polytope for each p ∈ P
where P is an index set for the partitions defining the
system dynamics with the property int(Xp)∩int(Xq) = ∅
for all p, q ∈ P. The domain of the PWA system is X ≜∪

p∈P Xp, which we assume to be non-empty, compact,
and connected. The PWA system is continuous if f(·, ·)
is continuous over X×U . All PWA systems encountered
in this paper are continuous and satisfy Bp = B for all
p ∈ P for some B ∈ Rn×m. Continuity implies there is
no ambiguity when x[t] ∈ Xp ∩ Xq for some p, q ∈ P.

3.3 Transition Systems and Rabin Automata
A transition system is a tuple T = (Q,Σ, δ, O, γ)

where Q is a set of states, Σ is a set of inputs, δ :
Q× Σ → 2Q is a transition map, O is a set of observa-
tions, and γ : Q → O is an observation map. Given a
state q ∈ Q, δ(q, σ) ⊂ Q denotes the set of states into
which the system may transition under input σ ∈ Σ. If
Q, Σ, and O are finite, we say the transition system is
finite. All transition systems in this paper are finite. As



in [27], we exclude initial states from the definition of
T as we will synthesize the initial states along with a
control strategy for all transition systems appearing in
this paper.
From an initial state q0 ∈ Q and an input sequence

σ[t] for t ∈ N with σ[t] ∈ Σ for all t, a trajectory of T is
defined to be a sequence q[t], t ∈ N such that q[0] = q0
and q[t + 1] ∈ δ(q[t], σ[t]) for all t. Note that given an
input sequence σ[t] and initial condition q0, trajectories
may not be unique. Each trajectory q[t] of T generates
an output sequence o[t], t ∈ N defined by o[t] ≜ γ(q[t])
for all t.
A Rabin automaton is a transition system for which

only some trajectories are accepted. Formally, a Rabin
automaton is a tuple A = (Q,Σ, δ,Q0, F ) where Q0 ⊂
Q is a set of initial states, and

F = {(G1, B1), . . . , (GnF
, BnF

)} (5)

with Gi ⊆ Q, Bi ⊆ Q for i = 1, . . . , nF is the acceptance
condition. A trajectory of A is defined analogously to
trajectories of a transition system T . For a trajectory
q[t] of A, let Inf(q[t]) ⊂ Q denote the set of states that
occur infinitely often in the sequence q[0], q[1], . . .. A
trajectory q[t] of A is said to be accepting if q[0] ∈ Q0

and there exists some i ∈ {1, . . . , nF } such that

Inf(q[t]) ∩Gi ̸= ∅, and (6)

Inf(q[t]) ∩Bi = ∅. (7)

An input signal u[t] is said to be accepted if there exists
a trajectory generated by u[t] with initial state q0 ∈ Q0

that is accepting. A Rabin automaton is deterministic
if |δ(q, σ)| ≤ 1 for all q ∈ Q, σ ∈ Σ.
Despite their similarities, Rabin automata and tran-

sition systems will take on very different roles in this
paper. Transition systems will be used as finite state
abstractions of piecewise affine systems (PWA) with
control inputs and the observations will be the set of
partitions defining the PWA. Rabin automaton will be
used to generate a control strategy for the PWA and
thus inputs to a Rabin automaton will be outputs of
the transition system obtained from the PWA. A con-
troller maps states of the Rabin automaton to inputs of
the PWA abstraction, which in turn will generate inputs
to the original PWA, see [27].

4. A PIECEWISE AFFINE MODEL OF FREE-
WAY TRAFFIC FLOW ON NETWORKS

4.1 Link Properties and Network Topology
A freeway network is modeled as a directed graph

G = (V,O) with junctions V and freeway links O along
with a set of onramps R that serve as entry points into
the network. For l ∈ O, let σ(l) denote the head vertex
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Figure 1: Supply and demand functions for free-
way links.

of freeway link l and let τ(l) denote the tail vertex of
freeway link l. Each onramp l ∈ R directs an exogenous
input flow onto G via a junction, and σ(l) ∈ V for l ∈ R
denotes the entry junction for onramp l. By convention,
τ(l) = ∅ for all l ∈ R. Let L = R ∪ O (jointly called
links).
Each l ∈ L has time-varying state

xl[t] ∈ [0, xjam
l ] (8)

representing the number of vehicles on link l at time-
step t ∈ N where xjam

l is the maximum number of ve-
hicles that can occupy link l. As is standard in the
transportation literature, we refer to xl as the density
of link l. We denote the collection of link states by
x[t] ≜ {xl[t]}l∈L. To aid analysis and when clear from
context, we also consider x[t] ∈ R|L| for some enumera-
tion of L. The domain of interest is then

X ≜ {x | xl ∈ [0, xjam
l ] ∀ l ∈ L} ⊂ R|L|. (9)

Each link l ∈ O possesses a demand function Φout
l (·)

and a supply function Φin
l (·) given by

Φout
l (xl) = min{vlxl, q

max
l } (10)

Φin
l (xl) = wl(x

jam
l − xl) (11)

for constants vl > 0, wl > 0, qmax
l > 0 that are the free

flow speed, congested wave speed, and maximum flow,
respectively [7], see Fig. 1. An interpretation of the
demand Φout

l (·) is the number of vehicles per time period
wishing to flow from link l to downstream links, while
the supply Φin

l (·) is the number of vehicles per time
period that link l can accept from upstream links. The
flow through a junction is defined subsequently so that
neither demand nor supply is exceeded.
For each v ∈ V , we denote by Lin

v ⊂ L the set of
incoming links to node v and by Lout

v ⊂ L the set of
outgoing links, i.e. Lin

v = {l : σ(l) = v} and Lout
v = {l :

τ(l) = v}. We assume Lin
v ̸= ∅ for all v ∈ V. Further-

more, we assume Lout
σ(l) ̸= ∅ for all l ∈ R, i.e. onramps
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Figure 2: Flows through junctions with an arbi-
trary number of incoming links, some of which
may be onramps, and outgoing links is deter-
mined by comparing the demand of the incom-
ing links with the supply of outgoing links as in
(12). Dashed links indicate a controlled onramp.

always flow into at least one ordinary link downstream.
Let Oin

v ≜ Lin
v ∩ O and Rin

v ≜ Lin
v ∩R.

4.2 Behavior of Ordinary Links
At each junction v ∈ V, let βv

lk for l ∈ Lin
v and k ∈ Lout

v

be the fraction of vehicles flowing out of link l that are
routed to link k. Collectively, {βv

lk}l∈Lin
v ,k∈Lout

v
are the

turn ratios at junction v. We have
∑

k∈Lout
v

βv
lk ≤ 1 for

each l ∈ Lin
v , and strict inequality implies a fraction of

vehicles flowing out of link l exits the network via an
unmodeled offramp at the junction.
Supply of outgoing links is similarly divided among in-

coming links via the supply ratios {αv
lk}l∈Lin

v ,k∈Lout
v

with
the property

∑
l∈Lin

v
αv
lk = 1 for all k ∈ Lout

v . Such sup-

ply ratios are introduced in [16], see [17, 18] for further
discussion. We then define the outflow of each freeway
link l ∈ O as follows:

fout
l (x) ≜ min

{
Φout

l (xl), min
k∈Lout

σ(l)

αv
lk

βv
lk

Φin
k (xk)

}
. (12)

Equation (12) defines the outflow of a link l to be the
minimum of the demand at link l and the supply avail-
able to link l from any outgoing link k multiplied by the
fraction of vehicles αlk that will flow from link l to link
k, see Fig. 2.

4.3 Behavior of Onramps
For each l ∈ R, we assume a prescribed constant in-

flow Il enters the lth onramp queue in each time step.
Onramps may be either controlled or uncontrolled. Fur-
thermore, onramps may behave as either a symmet-
ric link which is constrained by supply availability or
an asymmetric link which is not constrained by down-
stream supply [6]. Asymmetric onramp models may
be appropriate when a relatively minor onramp branch
merges with a major mainline link, and onramp vehi-
cles are always capable of joining the mainline unless
jam density has been reached.
Let Rc, Ru, Rs, Ra denote the set of controlled,

uncontrolled, symmetric, and asymmetric onramps, re-

spectively. Note that R = Rc ∪ Ru and R = Rs ∪ Ra.
We detail the possible onramp behaviors below.

4.3.1 Controlled Onramps
The flow out of each controlled onramp l ∈ Rc is

defined to be a controlled quantity

ul[t] ∈ [0, qmax
l ] (13)

where qmax
l > 0 is the maximum possible outflow of

ramp l ∈ R. Let

U ≜ {{ul}l∈Rc | ul ∈ [0, qmax
l ] ∀l ∈ Rc}. (14)

Controlling the outflow of these links to achieve a de-
sired temporal logic property (see Section 5.1) is the
main focus of this paper.

4.3.2 Uncontrolled Onramps
Uncontrolled onramps possess a demand function

Φout
l (xl) having the same form (10) where vl > 0 and

qmax
l > 0 are the freeflow speed and the maximum flow,
respectively, of link l ∈ Ru. Thus uncontrolled onramps
act as ordinary links with a prescribed constant inflow
Il.

4.3.3 Symmetric Onramps
Symmetric onramps are required to obey any down-

stream supply restrictions, thus for all l ∈ Rs ∩ Rc we
require

βlkul ≤ αlkΦ
in
k (xk) for all k ∈ Lout

σ(l) (15)

and we define fout
l (x) for all l ∈ Rs ∩Ru as in (12).

For onramps that are also controlled, note that (15)
is an affine, state-based constraint on the input ul. We
provide a technique for incorporating a general class of
such restrictions on control that encompasses (15) in
Section 5.3.

4.3.4 Asymmetric Onramps
Asymmetric onramps are assumed to not be restricted

by downstream supply constraints. Thus for controlled
onramps, the only restriction on control input is given
by (13), however we will see in Section 5 that we require
the control to be chosen so that (8) always holds. In this
paper, we assumeRa∩Ru = ∅ so that (8) is not violated
by uncontrolled asymmetric onramp flows, however al-
ternative approaches for accommodating such onramps
are possible [6].

4.4 Network Dynamics
The number of vehicles on each onramp link then

evolves according to the mass conservation equation

xl[t+ 1] = xl[t] + Il − ul[t] ∀ l ∈ Rc (16)

xl[t+ 1] = xl[t] + Il − fout
l (x[t]) ∀ l ∈ Ru (17)



and the number of vehicles on ordinary links evolves
according to

xl[t+ 1] = xl[t]− fout
l (x[t]) +

∑
j∈Oin

τ(l)

β
τ(l)
jl fout

j (x[t])

+
∑
j∈

Rin
τ(l)∪Ru

β
τ(l)
jl fout

j (x[t]) +
∑
j∈

Rin
τ(l)∪Rc

β
τ(l)
jl uj [t]

(18)

for all l ∈ O. The controller synthesis described in Sec-
tion 5 ensures that u[t] ≜ {ul[t]}l∈Rc is chosen such that
(8) holds for all l ∈ L for all time.
Combined, (10)–(12) coupled with the dynamics (16)–

(18) produces a PWA model of traffic flow for arbitrary
directed network topologies. We refer to this model as
the traffic network system or the traffic network model
and denote the dynamics as

x[t+ 1] = fnet(x[t], u[t]) (19)

with fnet piecewise affine in x and u. Note that due to
the definition of fout

l in (12), the PWA (19) is continu-
ous.
Let P be the index set of the partitioning of X induced

by (10)–(18). For p ∈ P, let Xp denote the polytope
corresponding to partition index p, then

X =
∪
p∈P

Xp. (20)

Observe via (12) that for l ∈ Ru∪O, fout
l (x) is the min-

imum of a demand constraint and |Lout
σ(l)| linear supply

constraints, and the demand contraint is itself the min-
imum of two linear constraints via (10), thus fout

l (x) is
the minimum of |Lout

σ(l)| + 2 linear functions. It follows
that

|P| ≤
∏

l∈O∪Ru

(|Lout
σ(l)|+ 2). (21)

The input constraint (14) is itself a polytopic con-
straint. We will see in Section 5.3 that a computation-
ally efficient method exists for finding the largest subset
Up ⊆ U such that (15) is satisfied for all l ∈ Rs ∩ Rc

and all x ∈ Xp for each p ∈ P.
The partition P induces the projection map y(·) :

X → P defined by the property that for each x ∈ X ,
x ∈ Xy(x). We ignore nonuniqueness of y(x) when x
is on the boundary of two polytopic partitions, how-
ever the feedback controller synthesized in Section 5 is
valid when y(x) is taken to be any partition for which
x ∈ Xy(x). We refer to y(x) as the output, observation,
or measurement at state x.
Observe that interpreting y(x) as a literal measure-

ment available from a traffic network is reasonable. In
particular, the partition set P is defined by which down-
stream links may be supply constrained and thus re-

stricting flow from upstream links. Determining the
state of freeway traffic using available sensor data is
an active area of research with numerous results in the
transportation literature, see e.g. [25] and [24].
To simplify notation, we denote by y[t] the signal of

observations generated by a trajectory x[t] of the traffic
network system, i.e. y[t] = y(x[t]).

5. CONTROLLER SYNTHESIS
We wish to design a feedback ramp metering con-

troller for the discrete-time, PWA traffic network model
proposed in Section 4. We assume the signal available
for measurement is y[t] indicating which region of the
PWA model the system state is in for all time. However,
it is apparent that a single region Xp of the PWA can be
further partitioned into multiple regions, each with the
same dynamics, to obtain a richer measurement signal
y[t]. We explore this idea in detail in Section 5.5.

5.1 Temporal Logic Specifications for Traffic
Networks

We employ the methodology proposed in [27] to syn-
thesize a ramp metering control strategy that achieves a
control objective expressible using linear temporal logic
(LTL). LTL formulae are expressed over the set of ob-
servations (partitions) P and typically denoted by the
variable φ. Valid LTL formulae are generated induc-
tively using the Boolean operators ∨ (disjunction) and
¬ (negation) and the temporal operators  (next) and
U (until), along with the finite set of atomic proposi-
tions P which correspond to the partitions of the traffic
network model. From these basic blocks, very rich spec-
ifications can be produced that include derived logical
and temporal operators such as ∧ (conjunction), → (im-
plication),  (always),  (eventually), and others, see
[1] for an overview.
Recall that the partitions P arise from the require-

ment that flows through a junction do not exceed up-
stream demand or downstream supply, which is cap-
tured in, e.g. the definition (12). Thus examples of
LTL formulas possible given the PWA defined in Sec-
tion 4 include (interpretations are in quotes below each
formula):

• φ1 =
(
fout
l (x) = Φout

l (x) for all l ∈ O
)

“Eventually, the flow of vehicles exiting any ordi-
nary link is always equal to demand (i.e., not re-
stricted by downstream supply)”

• φ2 = 
(
(fout

l (x) < Φout
l (x))→(fout

k (x) < Φout
k (x)

)
,

l, k ∈ O
“It is always the case that if link l is restricted
by downstream supply, then link k must also re-
stricted by downstream supply”



• φ3 = (fout
l (x) = qmax

l ) U (fout
l < Φout

l (x)), l ∈ O
“The flow exiting link l ∈ O is equal to the maxi-
mum flow until a downstream link l has inadequate
supply”

• φ4 = (¬(βlkf
out
l (x) = αlkΦ

out
k (x))), l, k ∈ O

“Eventually, the supply of link k is not restricting
the flow of vehicles exiting link l”

As demonstrated in Sections 5.5 and 6, many other
formulae are possible by refining the partitions of the
PWA, thereby introducing additional atomic proposi-
tions.
When fout

l (x) < Φout
l (x) then by (12), there exists

k ∈ Lout
σ(l) such that βlkf

out
l (x) = αlkΦ

in
k (x), and link k

is said to be congested1. Thus we see that the example
LTL formulae above all relate to congestion. For exam-
ple, φ1 can be restated as “eventually all links become
uncongested and remain so forever.”
As defined in Section 4.3, we assume that inflows to

onramps is a constant quantity and thus the dynamics
correspond to a relatively fast time scale. For example,
the assumed constant inflows may be valid during e.g.
rush hour, but not for long periods. Thus temporal
logic specifications are interpreted to hold as long as
the dynamics remain valid, and therefore “forever”may
mean “until rush hour ends.” Indeed, freeway traffic
control is often not necessary except during periods of
high demand.
For any LTL formula φ, there exists a deterministic

Rabin automaton A such that the only signals accepted
by A are output signals that satisfy φ, see [1] for an
overview. Rabin automata are similar to the Büchi au-
tomata that are more commonly found in the literature,
however not all LTL formulae can be transformed into a
deterministic Büchi automaton and determinism of the
specification automaton is important for controller syn-
thesis [27]. The tool ltl2sdstar [13] converts an LTL
specification into a deterministic Rabin automaton by
first converting the specification to a nondeterministic
Büchi automaton using, e.g., the tool ltl2ba [5].

5.2 Controller Definition
Given an LTL specification φ defined over the parti-

tions P, we wish to find a set of partitions P0 ⊂ P and
a controller that chooses input u ∈ U such that φ is
satisfied when the initial condition x[0] satisfies

x[0] ∈ X 0 ≜
∪

p∈P0

Xp (22)

1Various definitions of congestion exist in the literature. For
example, link l is sometimes said to be congested if xl > xcrit

l

where xcrit
l is the density such that Φout

l (xcrit
l ) = Φin

l (xcrit
l ).

We use a definition that is more closely related to the dy-
namics of the network and define link l to be congested if it
has inadequate supply for some upstream link’s demand.

and such that (15) is satisfied for all l ∈ Rs ∩ Rc and
all x ∈ Xp for each p ∈ P. Note that calculating the set
of partitions P0 from which a control strategy can be
found for any initial condition satisfying (22) is part
of the synthesis procedure and in general, P0 ̸= P.
For example, for the specification φ = 

(
fout
l (x) =

Φout
l (x) for all l ∈ O

)
, clearly no satisfying controller

can be found for any x[0] such that fout
l (x[0]) < Φout

l (xl[0])
for some l ∈ O. In addition, other partitions may be
conservatively excluded from P0 due to the finite ab-
straction of the PWA traffic network model introduced
in Section 5.4, in particular the abstraction only approx-
imates the dynamics of the PWA system (i.e., it is only
a simulation [1]).
Given a Rabin automaton A with states Q corre-

sponding to the LTL specification φ, a controller is a
function g(·, ·) : P × Q → U that chooses a control in-
put given the state of the Rabin automaton and the
observation at time t for trajectories initialized within
X 0, i.e. g(y[t], q[t]) ∈ U for all y[t], q[t] resulting from
trajectories such that x[0] ∈ X 0. We see that the con-
troller evolves in accordance with the specification au-
tomaton and chooses the control input from a lookup
table that contains an input for each PWA partition for
each state of the specification automaton. The process
for synthesizing this controller is described below.

5.3 State-based Input Constraint
In order to include input constraints of the form (15),

we introduce a modification to the controller synthesis
approach proposed in [27]. We begin with the following
general result:

Lemma 1. Let L ∈ Rk×m, M ∈ Rk×n, N ∈ Rk be
given matrices and Xp = hull({y ∈ V (Xp)}) ⊂ Rn a
given polytope with vertices V (Xp). Consider u ∈ Rm.
Then

Lu ≤ Mx+N for all x ∈ Xp (23)

if and only if

Lu ≤ My +N for all y ∈ V (Xp). (24)

Corollary 1. Given polytope U ⊂ Rm and polytope
Xp ⊂ Rn with vertices V(Xp). The set Up ≜ {u ∈ U :
Lu ≤ Mx+N ∀x ∈ Xp} for given matrices L,M,N can
be computed by calculating the intersection of a finite
number of polytopes. Specifically,

Up = U ∩
∩

y∈V(Xp)

{u : Lu ≤ My +N}. (25)

Taking U to be the polytope given in (14), Corollary 1
implies that calculating Up ⊆ U such that (15) is satis-
fied for all l ∈ Rs∩Rc and all x ∈ Xp for each p ∈ P can
be accomplished by taking a finite number of polytopic
intersections.



5.4 Finite State Abstraction and
Controller Synthesis from a Rabin Game

To synthesize a control strategy for a given LTL for-
mula φ, we first obtain a finite transition system ab-
straction of the traffic network model which we denote
by

Tsys = (Qsys,Σsys, δsys, Osys, γsys) (26)

and is defined as follows. We let Qsys = Osys ≜ P, and

γsys ≜ I the identity function. We now determine Σsys

and δsys. Let

Up ≜ {u ∈ U | (15) is satisfied ∀ l ∈ Rs ∩Rc, ∀ x ∈ Xp}
(27)

for all p ∈ P. By Corollary 1, Up is a polytope.
For each p ∈ P, u ∈ U , and P ′ ∈ 2P , define

P
p

u� ≜ {q ∈ P | ∃x ∈ Xp s.t. fnet(x, u) ∈ Xq} (28)

UP′

p ≜ {u ∈ Up | P
p

u� = P ′}. (29)

In words, for each subset P ′ ⊆ P, UP′

p is the set of inputs
in Up that will induce a transition to partition q for some

x ∈ Xp for all q ∈ P ′. Furthermore, UP′

p is “maximal” in

the sense that there does not exist u ∈ UP′

p , q ∈ P\P ′,

and x ∈ Xp such that fnet(x, u) ∈ Xq. The set UP′

p can
be calculated using polytopic operations, see [27].
We then define

Σsys ≜ {UP′

p | UP′

p ̸= ∅}. (30)

Strictly speaking, Σsys is a collection of sets, but Σsys

is to be interpreted as input labels of Tsys indicating

for each UP′

p ∈ Σsys that partition p may be forced to
transition into the set of partitions P ′. We make this
exact by defining

δsys(p,UP′

p ) = P ′ (31)

for each UP′

p ∈ Σsys.
We now provide a brief summary of how a control

strategy is generated using Tsys and an LTL formula;
in particular, we describe the approach used within the
software package conPAS2 [27].
As described in Section 5.1, each temporal logic spec-

ification φ of the traffic network model is transformed
into a Rabin automatonAφ = (Qφ,Σφ, δφ,Q0

φ, Fφ). We
assume that the atomic propositions appearing in φ are
a subset of Qsys = P. If this not a priori the case, we
may introduce additional partitions as described in Sec-
tion 5.5. We have Σφ = Osys = P , and Qφ,Q0

φ, δφ, Fφ

are obtained via tools such as ltl2dstar as described
in Section 5.1. It is then standard to “interconnect”Tsys
and Aφ to construct a product automaton with states
P ×Qφ and inputs Σsys.

This product automaton is solved by finding an ini-
tial set P0 ⊂ P and a function π : P × Qφ → Σsys

such that if the product automaton is initialized with
state (p[0], q[0]) ∈ P0 × Q0

φ and, subsequently, input
π(p[t], q[t]) is chosen at each state (p[t], q[t]) ∈ P ×Qφ,
then an accepting run is always produced, i.e. the ac-
ceptance condition of the product automaton is satis-
fied. The product automaton is solved by playing a Ra-
bin game, see [10] for details. An important novelty of
[27] is the ability to identify and prevent so-called stut-
tering inputs that arise from self-loops present in Tsys
than cannot be taken infinitely often.
Finding a solution to the product automaton implies

that the LTL formula φ is satisfied when x[0] ∈ Xp for
any p ∈ P0, the Rabin automaton is initialized with
q[0] ∈ Q0, and any input u ∈ π(y[t], q[t]) is applied at
time t to the original traffic network PWA model where
we utilize Aφ to “keep track” of q[t], i.e. q[t] becomes
the state of the controller. The output signal y[t] is as
defined in Section 4.4 and therefore can be interpreted
as the output of a trajectory of Tsys. Thus we see that
any feedback control law satisfying

g(y[t], q[t]) ∈ π(y[t], q[t]) (32)

where q[t] is the signal generated by the Rabin automa-
ton Aφ ensures that the LTL formula φ is satisfied for
any x[0] ∈ X 0 as defined in (22). Any choice satisfy-
ing (32) is acceptable, however since π(y[t], q[t]) ∈ Σsys,

π(y, q) has the form UP′

p for some p ∈ P, P ′ ⊆ P for
each y, q. Choosing g to be the center of the largest
sphere inscribed within UP′

p is a reasonable choice as it
provides a degree of robustness and is the choice made
in [27].

5.5 Partition Refinement
The formulation above implies y[t] as defined in Sec-

tion 4.4 is the signal available for feedback control, how-
ever many specifications require a finer partitioning than
the partitioning induced by the PWA dynamics of Sec-
tion 4. For example, the following specifications require
a finer partitioning:

• φ5 =
(
xl ≤ qmax

l

vl

)
∀l ∈ O

“Eventually, it is always the case that xl ≤ qmax
l

vl

for all l ∈ O” (when xl ≤ qmax
l

vl
, we interpret all

vehicles as traveling at the freeflow speed).

• φ6 =
 ((xl ≥ C1)→(xl ≤ C2)), l ∈ Rc, C1, C2 ∈ R
“Always, if xl ≥ C1 then eventually xl ≤ C2.”

• φ7 = (fout
l (x) ≥ C), l ∈ O, C ∈ R

“Always the flow out of link l is at least C.”



• φ8 = (fout
l (x) ≥ C) U (xk ≤ Ck ∀k ∈ R) l ∈ O

C ∈ R, Ck ∈ R ∀k
“The flow out of link l is at least C until the queue
on each onramp k is below the threshold Ck.”

For example, if C1 denotes a “large” queue length and
C2 a “short” queue, then φ6 is “always, if the queue on
link l is long, eventually it becomes short.”
In addition, we can introduce a partition refinement

to decrease conservativeness of the synthesis approach.
Indeed, for some systems, a finite partitioning can be
found that constitutes a bisimulation relation, [21, 23].
Here, as in [26, 27], the finite transition system we ob-
tain is usually only a simulation [1] of the original PWA
system.
Any partition refinement must be based on informa-

tion available from sensor data. We do not discuss this
requirement further in this work, but we note that deter-
mining traffic link densities via, e.g. flow measurements
at onramps, offramps, and at intervals along freeway
mainlines is a well-studied problem, see e.g. [25, 19, 15,
24] and references therein.
To obtain a finer partitioning, we first partition the

state of each link into intervals. Let Sl be an index set of
partitions for link l, and let {Il

s}s∈Sl
be the partitioning

where Il
s ⊂ R for all s ∈ Sl with∪

s∈Sl

Il
s = [0, xjam

l ], (33)

and int(Il
s) ∩ int(Il

w) = ∅ for all s, w ∈ Sl, s ̸= w. For

example, if xjam
l = 100 for some l ∈ L, we may introduce

the partitioning Sl ≜ {s1, s2, s3} with {Il
s1 , I

l
s2 , I

l
s3} ≜

{[0, 25], [25, 75], [75, 100]}, which divides link l into re-
gions of low, medium, and high density.
We denote the cartesian product of the partition index

sets by

S ≜
∏
l∈L

Sl. (34)

For each s = {sl}l∈L ∈ S with sl ∈ Sl, define the func-
tion

box(·) : S → R|L| (35)

s 7→
∏
l∈L

Il
sl
. (36)

Let P denote the partition induced only by the PWA
dynamics as defined in (10)–(18). We then introduce a
refinement of P, denoted by P ′, as follows:

P ′ = {(s, p) | s ∈ S, p ∈ P, box(s) ∩ Xp ̸= ∅} (37)

and the corresponding partitions are

X(s,p) ≜ box(s) ∩ Xp (s, p) ∈ P ′. (38)

The dynamics of X(s,p) are the dynamics of Xp.
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Figure 3: A network with one controlled sym-
metric onramp 1, one uncontrolled symmetric
onramp 2, and one ordinary link 3. In Sec-
tion 6.1.1, we seek a control strategy such that
always x1 ≥ 75 implies eventually x1 ≤ 25. In Sec-
tion 6.1.2, we seek a control strategy such that
eventually link 3 is always uncongested.

In the sequel, we do not explicitly distinguish between
the partition P obtained from (10)–(18) and a refine-
ment P ′, that is, we simply denote the final partition-
ing by P. By an abuse of notation, we sometimes use
the notation Sl to denote the set of partitions of link l
rather than the index set for the partitions.

6. EXAMPLE NETWORKS
We illustrate the controller synthesis procedure via

the example network shown in Fig. 3. For this network,
we consider two specifications: the first specification in-
duces a partition refinement, and the second specifica-
tion requires a partition refinement to reduce conser-
vatism. We then suggest scalability of our approach
through the example network shown in Fig. 6.

6.1 Example 1

6.1.1 Specification Induced Refinement
Consider the simple merge junction depicted in Fig. 3

with one controlled symmetric onramp 1, one uncon-
trolled symmetric onramp 2, and one ordinary link 3.
We assume xjam

1 = 100, xjam
2 = xjam

3 = 400, v2 = v3 =
1/2, w3 = 1/6, qmax

1 = 40, qmax
2 = qmax

3 = 100, I1 = 10,
I3 = 10, α13 = 1/4, α23 = 3/4, and β13 = β23 = 1.
We assume the system time step is 30 seconds so that,
for the parameters given above, the free flow speed of
link 2 and 3 is 60 miles per hour (mph), the congested
wave speed of link 3 is 20 mph, and 1200 vehicles per
hour enter links 1 and 3. This is in accordance with
parameters given in e.g. [7].
This traffic network has one controlled variable, u1,

the flow exiting onramp 1. We wish to find a control
strategy that ensures whenever the queue on onramp 1
is “large”, it eventually becomes “small.” If we consider
x1 ≥ 75 to constitute a large queue and x1 ≤ 25 a small
queue, we have the final specification

φ1 = 
(
(x1 ≥ 75)→(x1 ≤ 25)

)
(39)

We transform condition (39) into a deterministic Rabin
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Figure 4: A trajectory of the system given in
Section 6.1.1. As required by the specification,
eventually x1 ≤ 25 since initially x1 ≥ 75.

automaton with two states, one of which must be visited
infinitely often. Furthermore, we ensure x[t] ∈ X for all
time by restricting our attention to control inputs that
render X invariant, which is accomplished using only
polytopic operations [27].
The PWA dynamics induce 6 partitions, however this

partitioning is not sufficiently refined to consider the
conditions in (39). To include (39), we segment onramp
2 into three regions:

S1 ≜ {[0, 25], [25, 75], [75, 100]}. (40)

We assume that the measurements available on onramp
1 allow us to determine s1[t] ∈ S1 such that x1[t] ∈ s1[t]
for all time. We thus obtain a PWA with 18 partitions.
The controller synthesis finds nine regions from which

the specification (39) is satisfied and computes a con-
troller to satisfy this specification. Fig. 4 depicts a
trajectory resulting from the synthesized controller. In
the figure, onramp 1 initially has queue length 100, and
eventually settles to a steady state queue length of 24.85,
thus satisfying (39).

6.1.2 Partition Refinement to Reduce Conservatism
Again consider the network in Fig. 3 with parameters

given in Section 6.1.1. Link 3 is congested if

β23Φ
out
2 (x2) > α23Φ

in
3 (x3) (41)

and uncongested otherwise. We wish to find a controller
that ensures eventually link 3 is always uncongested,
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Figure 5: A trajectory of the system given in
Section 6.1.2. The thick blue line indicates when
link 3 is congested. As required by the specifi-
cation, link 3 is eventually always uncongested.

and thus our specification becomes

φ2 =(link 3 is uncongested) (42)

with the implicit requirement x[t] ∈ X for all time. Con-
dition (42) is encoded via a deterministic Rabin automa-
ton with two states. Note that (42) does not directly
induce a partition refinement. However, without intro-
ducing further refinement, the controller synthesis pro-
cedure does not find any satisfying initial states, thus
we introduce the following link partitions:

S1 = {[0, 25], [25, 50], [50, 75], [75, 100]} (43)

S2 = S3 = {[0, 25], [25, 50], . . . , [350, 375], [375, 400]}.
(44)

The final discrete transition system contains 1088 states,
of which a controller satisfying (43) is found from 414
initial states. An example trajectory is shown in Fig. 5.

6.2 Example 2
We consider the traffic network shown in Fig. 6 with

two onramps and three freeway links. We assume both
onramps are controlled and that onramp 1 is symmetric
while onramp 2 is asymmetric. Furthermore, we assume
the following parameters (the time step is again 30 sec-



onds):

xjam
1 = 200 xjam

2 = 100 (45)

xjam
l = 400, qmax

l = 100 l ∈ {3, 4, 5} (46)

vl =
1
2 , wl =

1
6 l ∈ {3, 4, 5} (47)

qmax
1 = 40 qmax

2 = 20 (48)

β13 = β15 =
1

2
α34 =

3

4
(49)

I1 = 20 I2 = 10 (50)

Turn ratios βlk and supply ratios αlk not specified above
are assumed to be 1. Note that we do not need to specify
α24 as onramp 2 is asymmetric.
We interpret the network in Fig. 6 as follows: links 1,

3, 4 constitute a stretch of mainline freeway, and link
5 is a freeway that diverges from the mainline. On-
ramp 1 is an upstream highway link whose outflow can
be controlled via metering, however the flow must obey
downstream supply contraints. Onramp 2 is a highway
entrance onramp and can be controlled via metering.
The outflow of this onramp is not subject to supply
constraints, i.e. link 2 is an asymmetric ramp. We fur-
thermore assume the link partitions are

S1 = {[0, 50], [50, 100], [100, 150], [150, 200]} (51)

S2 = {[0, 25], [25, 75], [75, 100]} (52)

Sl = {[0, 100], [100, 200], [200, 300], [300, 400]}
l ∈ {3, 4, 5}. (53)

Link 4 is congested if β34Φ
out
3 (x3) > α34Φ

in
4 (x4) and

is uncongested otherwise. We wish to design a control
strategy with the following specification:

φ =(link 4 is uncong. ∧ (x4 ≤ 100) ∧ (x5 ≤ 100))

(54)

∧
([

(x1 ≥ 150 ∧ x2 ≤ 25) ∨ (x1 ≤ 50 ∧ x2 ≥ 75))
]

→
[
(x1 ≤ 150) ∨ (x2 ≤ 75)

])
(55)

and (8) holds for all time. Condition (54) indicates that
eventually, it is the case for all future time that link 4 is
uncongested and the densities on links 4 and 5 are less
than one hundred vehicles.
Condition (55) states that “whenever (onramp 1 has

a large queue while onramp 2 has a small queue) or
(onramp 1 has a small queue while onramp 2 has a large
queue) then eventually both onramps have a medium-
sized queue or smaller” where small, medium, and large
queues are determined by the partitioning S1 and S2.
Thus (55) stipulates that eventually queues on onramps
become equitable.
The piecewise affine dynamics described in Section 4

and the refinement induced by (51)–(53) results in an
abstraction Tc with |P| = 720. Solving the correspond-
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Figure 6: A network with two controlled on-
ramps {1, 2} and three freeway links {3, 4, 5}. On-
ramp 1 is symmetric while onramp 2 is asymmet-
ric.

ing Rabin game results in |P0| = 324 and a control
strategy that satisfies (54)–(55) when the system is ini-
tialized within X 0 =

∪
p∈P0 Xp.

Example trajectories are shown in Fig. 7. Link 4 is
originally congested, indicated by the thick blue line.
Eventually, link 4 becomes uncongested and the number
of vehicles on link 4 and 5 becomes less than 100. In
addition, both onramps eventually have medium queues
or smaller even though one initially has a large queue
and the other a small queue.
The specification (54)–(55) includes competing objec-

tives such as servicing the queues while eliminating con-
gestion, and the controller must balance these goals.
The controller adjusts the emphasis on different objec-
tives depending on the conditions of the network, much
as one would expect from a hand-tuned control strategy.
As seen in Figure 7(a), initially the queue at onramp 1 is
full with 200 vehicles and exogenously receives 40 vehi-
cles per minute (vpm), thus the outflow of ramp 1 must
be at least 40 vpm. To decrease the densities of the ini-
tially crowded links 3,4, and 5, the controller applies the
minimum u1 = 40 until t ≈ 1.5, when the density of link
5 becomes less than 200. At this point, the controller
increases u1 to decrease the queue length of onramp 1
until the density of link 5 decreases below 100 and the
density of link 3 decreases below 200 at time t ≈ 2.5.
Then, to accelerate the decongestion of link 4, u1 drops
to 50 until link 4 is decongested at t ≈ 6. Next, u1 is
set to its maximum value u1 = 80 until both onramps
have small queue size, after which u1 is set back to 40.
Setting u2 = 20 for all time maintains queue size of 25
vehicles on onramp 2, which proves sufficient.
Note that the control is naturally piecewise constant

due to the finite state abstraction of the freeway network
model. Such control profiles are well-suited for imple-
mentation as they do not require continuous adjustment
of input flows.

7. CONCLUSIONS
We have presented a method for designing a ramp
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Figure 7: Two trajectories and control inputs
for the network depicted in Fig. 6 that satis-
fies condition (54)–(55). The thick blue line in-
dicates when link 4 is congested. In (a), the
queue for onramp 1 is initially large while the
queue for onramp 2 is small, and eventually both
are of medium length or shorter where small,
medium, and large are determined by the par-
titioning S1 and S2. In (b), the opposite initial
condition holds for the onramp queue lengths.
In both cases, eventually link 4 becomes uncon-
gested and eventually both link 4 and link 5 have
fewer than 100 vehicles.

metering strategy of a freeway network to meet con-
trol objectives expressible in linear temporal logic. This
method therefore encompasses a rich class of controller
design objectives that includes conditions for safety,
reachability, liveness, etc. which are pertinent for the
goals of traffic control but are not typically considered in
the transportation literature. We begin with a piecewise-
affine model of traffic flow that assumes a constant ex-
ogenous input flow for each onramp. This assumption is
often reasonable during“rush hour”or times of similarly
large traffic demand. Thus the temporal logic specifi-
cations for our control approach are applicable for rela-
tively fast timescales, however this is often sufficient as
ramp metering is typically only required during periods
of high demand.
A number of directions for future research remain.

The refinement proposed in Section 5.5 decreases con-
servatism but does not provide insight into the best par-
titioning. Furthermore, a more thorough study of scal-
ability remains to be done. In particular, the strong
structural properties of traffic networks may allow for
approaches that are computationally more efficient. For
example, in one time step, the density on a road link
can only affect the inflow or outflow of links immedi-
ate downstream or upstream. Thus, even large net-
works possess dynamics with a sparsity property result-
ing from these local interactions. Exploiting this struc-
ture is a direction for future research.
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