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A Dissipativity Approach to Safety Verification

for Interconnected Systems

Samuel Coogan and Murat Arcak

Abstract

We propose a computational method for verifying a state-space safety constraint of a network

of interconnected dynamical systems satisfying a dissipativity property. We construct an invariant set

as the sublevel set of a Lyapunov function comprised of local storage functions for each subsystem.

This approach requires only knowledge of a local dissipativity property for each subsystem and the

static interconnection matrix for the network, and we pose the safety verification as a sum-of-squares

feasibility problem. In addition to reducing the computational burden of system design, we allow the

safety constraint and initial conditions to depend on an unknown equilibrium, thus offering increased

flexibility over existing techniques.

I. INTRODUCTION

Many complex engineered systems result from the interconnection of well understood subsys-

tems, however the interconnection itself results in global behavior not readily apparent from the

constituent subsystems. A standard approach to safety verification of such systems relies on set

invariance [1], [2] where invariant sets are established by considering sublevel sets of Lyapunov

functions [1]. However, computation of Lyapunov functions is often elusive without exploiting

structural system properties, and standard Lyapunov theory requires explicit knowledge of the

system equilibrium.

The main contribution of this work is to propose a computational method for finding an

invariant set that avoids an unsafe region of the state space by parameterizing the search for an

appropriate Lyapunov function using local dissipativity storage functions and sum-of-squares
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(SOS) techniques [3]. We consider networked dynamical systems composed of subsystems,

each of which is assumed to satisfy a dissipativity property, interconnected through a static

feedback matrix. In particular, the subsystems are assumed to satisfy an equilibrium-independent

dissipativity property introduced in [4]. Examples of practically important networks that are

composed of passive subsystems have been exhibited in [5]–[8].

This work is particularly motivated by networks which induce a unique equilibrium such as

certain classes of communication networks [9] and biological networks with inhibitory feedback

[10], and several cooperative control problems [11], [12]. The primary contribution of this work

compared to the conference version [13] is the application of our approach to equilibrium-

independent subsystems for which the steady state of the local subsystem may not be uniquely

defined by the subsystem input. We emphasize, however, that when network feedback is in-

troduced, we assume the network exhibits a unique equilibrium. This allows our computational

results to apply to a large class of systems that includes, e.g., single integrator subsystems critical

for many cooperative control problems. To demonstrate this novelty, we provide a numerical

example of a vehicle platoon representative of a broad class of related cooperative control

problems. In addition to these contributions, we extend the results of [13] from passivity to

general quadratic dissipativity properties and from SISO to MIMO subsystems.

Related approaches, such as safety verification using polynomial barrier functions [2], do

not exploit any network structure that may be present. Additionally, the paper [14] considers

constructing composite Lyapunov functions using SOS techniques, however [14] emphasizes the

search for a decomposition of a large system when structure such as passivity is not present and

does not consider disturbances or safety verification.

This paper is organized as follows: Section II introduces preliminary notation, and Section III

presents the problem formulation. Section IV presents a computational method for safety verifi-

cation and an illustrative example. Section V extends the result to general quadratic equilibrium-

independent dissipation inequalities, and Section VI applies our proposed verification approach

to the problem of vehicle platoons. We provide concluding remarks in Section VII.

II. NOTATION AND PRELIMINARIES

We denote the set of nonnegative real numbers by R≥0. The notation diag{·} indicates a

square, diagonal matrix with the arguments along the diagonal. For a collection of matrices
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{Mi}Ni=1, blkdiag{Mi} is a matrix of appropriate dimension with M1, . . . ,MN along the block

diagonal. We denote elementwise nonnegativity of a vector v by v � 0. For a scalar-valued

function f , we denote the (column vector) gradient with respect to a vector variable x as ∇xf .

The Kronecker product is denoted by ⊗. The m×m identity matrix is denoted Im, and the m

dimensional vector of all ones is denoted 1m.

A polynomial s(x) is a sum-of-squares (SOS) polynomial if s(x) =
∑n

i g
2
i (x) for some

polynomial functions gi(x), i = 1, . . . , n. We denote the set of SOS polynomials in x by Σ[x].

Given a set of polynomials {qi,j(x)} for i = 0, . . . , n and j = 1, . . . ,m and given ISOS ⊂
{1, . . . , n}, finding a set of decision polynomials {νi(x)}ni=1 with νi ∈ Σ[x] for i ∈ ISOS such

that

q0,j(x) +
n∑
i=1

νi(x)qi,j(x) ∈ Σ[x] for j = 1, . . . ,m (1)

is called a SOS feasibility problem. The feasible set for such problems is convex and thus these

problems can be readily cast into a convex optimization program [3]. Solvers such as SOSOPT

[15] allow easy and direct implementation of such SOS feasibility problems in which the degree

of each decision polynomial νi is fixed and the solver searches for coefficients of the decision

variables to satisfy (1). Note that this includes the possibility of restricting νi to a constant.

III. PROBLEM FORMULATION

A. Network of Interconnected Subsystems

Consider N dynamical subsystems of the form

ẋi = fi(xi, ui, w), yi = hi(xi) (2)

where each subsystem has state xi ∈ Rni , input ui ∈ Rm, output yi ∈ Rm, and disturbance

w ∈ W ⊂ Rnw where we assume 0 ∈ W . We assume fi(xi, ui, w) is a polynomial in xi and ui

(but not necessarily in w) and hi(xi) is a polynomial in xi, however it is possible to relax this

assumption, see e.g. [16] and the example in Section VI.

Suppose the systems are interconnected via feedback matrix K ∈ RN×N such that

u = (K ⊗ Im)y (3)

where u ,
[
uT1 . . . uTN

]T
, y ,

[
yT1 . . . yTN

]T
and the interconnected system has aggregate

state x ,
[
xT1 . . . xTN

]T
∈ Rn where n =

∑N
i=1 ni. Thus we consider static, linear feedback,
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and we note that the Kronecker product with identity serves to accomodate nonscalar subsystems.

The structure of K is allowed to be arbitrary. Let K̃ , K ⊗ Im so that u = K̃y and define

h(x) ,
[
h1(x1)

T · · · hN(xN)T
]T

(4)

f(x,w) ,
[
f1(x1, µ1(x), w)T · · · fN(xN , µN(x), w)T

]T
(5)

where it is understood that µ1(x), . . . , µN(x) are obtained by conformably partitioning µ(x) ,

K̃h(x). That is, since h(x) ∈ RNm and K̃ ∈ RNm×Nm, we have that µ(x) ∈ RNm. Thus we

partition µ(x) such that µ(x) =
[
µ1(x)T . . . µN(x)T

]T
where each µi(x) ∈ Rm. Then

ẋ = f(x,w) (6)

is the closed loop dynamical system consisting of subsystems (2) interconnected by (3).

Assumption 1. When w ≡ 0, (6) admits a unique equilibrium x∗ ,
[
x∗1

T . . . x∗N
T
]T

such

that f(x∗, 0) = 0.

Assumption 1 is made because we are particularly motivated by networks which induce

a unique equilibrium such as certain classes of communication networks [9] and biological

networks with inhibitory feedback [10], and several cooperative control problems [11], [12].

For example, in network routing problems, control strategies for rate allocation may result in a

unique utility maximizing equilibrium, and in cooperative formation control, it is often the case

that the networked system is designed to admit only one equilibrium formation. Nevertheless,

there are important systems that do not satisfy Assumption 1 and exhibit multistability, notably

in biological networks with positive feedback loops and the systems studied in [17], that are

beyond the scope of this paper.

Assumption 1 induces unique values for the equilibrium inputs and outputs of the subsystems:

y∗ , h(x∗), u∗ , Ky∗. This equilibrium arises from the potentially complex interaction of

subsystems, and explicit computation of the equilibrium may be challenging. To mitigate this

difficulty, we utilize the theory of equilibrium-independent passivity (EIP) introduced in [4].

Assumption 2. For each subsystem of the form (2), there exists nonempty X ∗i ⊂ Rni such that

for each x∗i ∈ X ∗i , there exists a unique u∗i ∈ Rm such that

fi(x
∗
i , u
∗
i , 0) = 0. (7)
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Define ku,i : X ∗i → Rm such that fi(x∗i , ku,i(x
∗
i ), 0) = 0. We call ku,i(·) the equilibrium-to-input

map of subsystem i. Furthermore, there exists polynomials Si(·, ·) : Rni × Rni → R≥0 and

σi(·, ·) : Rni × Rni → R such that for all x∗i ∈ X ∗i ,

∇xiSi(xi, x
∗
i ) · fi(xi, ui, w) ≤ (ui − u∗i )T (yi − y∗i )− ρi(yi − y∗i ) + σi(xi, x

∗
i )

∀xi,∀ui,∀w ∈ W (8)

for positive semi-definite function ρi(·) where y∗i , hi(x
∗
i ) and it is understood that u∗i = ku,i(x

∗
i ).

Equation 8 implies each subsystem exhibits passivity structure, and Assumption 2 is the

primary restriction made on systems for which our methodology is applicable. Such systems

are widely studied in a network context [5]–[8]. For example, the network routing problems

and formation control problems suggested above often exhibit passivity structure. Nonetheless,

for general systems that do not satisfy Assumption 2, our method no longer applies. For such

systems, existing results on safety verification using SOS techniques still apply, e.g. [2], however

Assumption 2 offers computational advantages exploited in the sequel.

Note that, with σi(xi, x∗i ) ≡ 0, (8) is similar to the definition of EIP in [4, Definition 1] when

ρ(·) ≡ 0 and to output strictly EIP (OSEIP) when ρ(·) is positive definite [4, Definition 2]. A key

difference, however, is that we assume the existence of a state-to-input map while [4] assumes

an input-to-state map. Our formulation allows for systems not accommodated by the definition

in [4] such as the single integrator in the platoon example of Section VI. EIP theory allows us

to treat the unknown equilibrium as an independent variable in the SOS program below.

Under the interconnection (3), there exists a unique equilibrium state x∗ when w ≡ 0 by

Assumption 1, and thus it must be that x∗i ∈ X ∗i for this equilibrium. For future use, define

σ(x, x∗) ,
[
σ1(x1, x

∗
1) . . . σN(xN , x

∗
N)

]T
. (9)

B. State-based Safety Condition

Suppose there exists an unsafe region of the state space U ⊂ Rn, and we wish to verify

that resulting trajectories of the interconnected system (2)–(3) are such that x(t) 6∈ U for any

disturbance input w(·) with w(t) ∈ W for all t when the system is initialized within a set of

initial conditions I ⊂ Rn, i.e. x(0) ∈ I. If this is the case, we say the system is safe with respect

to I and U , or simply safe.
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A set V ⊂ Rn is said to be invariant1 for ẋ = g(x) if x(0) ∈ V =⇒ x(t) ∈ V for all t ≥ 0,

and V is said to be robustly invariant for the system ẋ = g(x,w) if x(0) ∈ V =⇒ x(t) ∈ V
for all t ≥ 0 and all w ∈ W [1].

It is standard that if there exists a set V such that

I ⊆ V , (10)

U ⊆ Rn\V , (11)

V is robustly invariant for (6), (12)

then the interconnected system defined by (2) and (3) is safe. Furthermore, if a Lyapunov function

V (x) exists for ẋ = f(x, 0), then the sublevel set {x : V (x) ≤ γ} is an invariant region for

ẋ = f(x, 0) for any choice γ ∈ R≥0 [1], and such sublevel sets are prime candidates for robustly

invariant sets when disturbances are present. In the sequel, we construct a Lyapunov function

V (x) comprised of the storage functions introduced in Assumption 2. Using SOS techniques,

we ensure that the sublevel set V , {x : V (x) ≤ 1} satisfies (10)–(12), thus verifying safety.

IV. AN SOS APPROACH TO SAFETY VERIFICATION

In this section, we provide a computationally tractable, sufficient condition for verifying safety

using SOS techniques. The novelty of our formulation lies in the utilization of the equilibrium-

independent setting described above coupled with a decompositional approach to finding an

appropriate Lyapunov function.

Assume the unsafe set U and set of initial conditions I are given by

I = {(x, x∗) : pI(x, x
∗) � 0} (13)

U = {(x, x∗) : pU(x, x∗) � 0} (14)

for vector polynomials pI(·, ·) and pU(·, ·). Observe that the sets I and U as given in (13)–

(14) may depend on the unknown equilibrium x∗. For example, the networked system could be

considered safe if all trajectories remain within a certain distance of the equilibrium. Consider

V (x, x∗) ,
N∑
i=1

diSi(xi, x
∗
i ) (15)

1Such sets are sometimes called positively invariant sets to emphasize the restriction to t ≥ 0.
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for some constants di > 0. We then have

∇xV (x, x∗) · f(x,w) =
N∑
i=1

di∇xiSi(xi, x
∗
i ) · fi(xi, µi(x), w) (16)

≤ 1

2
(h(x)− h(x∗))T (D̃K̃ + K̃T D̃)(h(x)− h(x∗))

+ 1TND(−ρ((h(x)− h(x∗)) + σ(x, x∗)) (17)

where D , diag{d1, . . . , dN} and D̃ , D ⊗ Im.

Theorem 1 below presents sufficient conditions for finding {di}Ni=1 such that

V , {x : V (x, x∗) ≤ 1} (18)

satisfies (10)–(12) when x∗ is the equilibrium induced by the interconnection, and Corollary 1

establishes when these conditions constitute a SOS feasibility problem.

Theorem 1. Let V (x, ξ) be given by (15) where we replace x∗ with ξ to emphasize its role as

an independent variable in the subsequent formulation. If there exists di > 0 for i = 1, . . . , N ,

sum-of-squares polynomials sI(x, ξ), sU(x, ξ), polynomials {ri(x, ξ)}3i=1 and p(x, ξ), and ε > 0

such that

−(V (x, ξ)− 1)− sI(x, ξ)TpI(x, ξ) + r1(x, ξ)
Tf(ξ, 0) ∈ Σ[x, ξ] (19)

V (x, ξ)− 1− ε− sU(x, ξ)TpU(x, ξ) + r2(x, ξ)
Tf(ξ, 0) ∈ Σ[x, ξ] (20)

−1

2
(h(x)− h(ξ))T (D̃K̃ + K̃T D̃)(h(x)− h(ξ))− 1TND(−ρ((h(x)− h(ξ))+σ(x, ξ))

+p(x, ξ)(V (x, ξ)− 1) + r3(x, ξ)
Tf(ξ, 0) ∈ Σ[x, ξ] (21)

is satisfied, then the interconnected system (2)–(3) is safe.

Proof: Equation (19) implies (10). To see this, consider the case when f(ξ, 0) = 0, i.e.

ξ = x∗. Suppose x ∈ I, then pI(x, ξ) � 0 and sI(x, ξ)
TpI(x, ξ) ≥ 0. Since the lefthand side

of (19) is a SOS polynomial and thus always positive, it must be that −(V (x, ξ)− 1) ≥ 0, and

therefore x ∈ V where V is given by (18). Similarly, for x ∈ U , (20) implies V (x, ξ) ≥ 1 + ε

when ξ = x∗, which implies U ⊂ {x | V (x, x∗) ≥ 1+ε} and thus (11) holds. Finally, (21) implies

(12). To see this, assume V (x, ξ) = 1, then p(x, ξ)(V (x, ξ)− 1) = 0 and thus (21) implies that
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the right hand side of (17) is nonpositive. From (16)–(17) we then have ∇xV (x, x∗) ·f(x,w) ≤ 0

when V (x, x∗) = 1, which is a sufficient condition for robust invariance of V , see [1].

In Theorem 1, the equilibrium x∗ is replaced with ξ, which is an independent variable in the

SOS constraints. Thus explicit computation of the equilibrium is not required to implement the

SOS feasibility problem.

Note that in (19)–(21), V is a function of di, i = 1, . . . , N . Furthermore, we may fix ε

to be a small positive constant to guarantee (11) as described in the proof above. Then, each

equation (19)–(21) has the form (1) where {di}Ni=1, sI , sU , and {ri}3i=1 serve the roll of decision

variables when we assume p(x, ξ) to be fixed. That the multiplier p(x, ξ) must be fixed to obtain

a convex problem is well know in SOS applications to control [18]. As noted in Section II,

feasible solutions of the decision variables can then be found using standard software tools. We

summarize this main fact below:

Corollary 1. For fixed ε > 0 and fixed polynomial p(x, ξ), (19)–(21) have the form (1) and thus

the existence of di > 0 for i = 1, . . . , N , SOS polynomials sI(x, ξ), sU(x, ξ), and polynomials

{ri(x, ξ)}3i=1 satisfying (19)–(21) is a convex SOS feasibility problem.

The SOS feasibility problem above contains conditions similar to those found in other SOS-

based approaches to control and is only a sufficient condition for safety verification [3], however

it has been observed that conservatism is often low in practice [18]. If

ρi(yi − y∗i ) = (1/γi)(yi − y∗i )2 (22)

for some γi > 0 for all i = 1, . . . , N , then we replace (21) with the equivalent expression

−1

2
(h(x)− h(ξ))T (D̃Ẽ + ẼT D̃)(h(x)− h(ξ))− 1TNDσ(x, ξ) + p(x, ξ)(V (x, ξ)− 1) ∈ Σ[x, ξ]

(23)

where E , K − Γ−1, Γ , diag{γ1, . . . , γN}, and Ẽ , E ⊗ Im. The motivation for this special

case is the observation that for output strictly passive systems with (22) and σi(x, ξ) ≡ 0 (e.g., no

disturbance), a sufficient condition for stability of the equilibrium of the interconnected system

is the existence of diagonal D such that DE+ETD < 0, see [19], [20]. This condition is known

as diagonal stability [21], and conditions ensuring that matrix E is diagonally stable have been

explored in the literature, e.g. [7], [8] and references therein.
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Diagonal stability helps illuminate the fundamental principle behind Theorem 1: If the inter-

connected subsystems satisfy (22) and E is diagonally stable, then it is often the case that many

choices of D satisfy the diagonal stability condition, and we choose D such that the sublevel

set V is invariant and certifies safety of the interconnected system.

Remark 1. In the event that the equilibrium x∗ can be computed explicitly, ξ in (19)–(21)

is replaced with the known equilibrium and is no longer an SOS variable, and the terms

ri(x, ξ)fi(ξ, 0) for i = 1, 2, 3 are removed from the SOS conditions, see [13] for details.

Example 1. Consider the two subsystems

ẋ1 = −x31 + u1 + w1 + c1, y1 = x31 (24)

ẋ2 = −x2 + u2 + w2 + c2, y2 = x2 (25)

where |w1(t)| ≤ 0.1 and |w2(t)| ≤ 1 for all t and c1, c2 are known constants. Consider the

interconnection u = Ky,

K ,

 0 1

−1 0

 . (26)

When w1 = 0 and w2 = 0, we have that ku,1(x∗1) = x∗1
3 − c1 and ku,2(x

∗
2) = x∗2 − c2 are the

equilibrium state-to-input maps and it is clear that Assumption 1 holds as we can explicitly

compute x∗2 = (c2 − c1)/2 and x∗1 = ((c1 + c2)/2)1/3. However, we will assume that x∗1 and

x∗2 are not explicitly computed and instead rely on the equilibrium-independent properties of

Theorem 1, thus the SOS feasibility problem contains independent variables ξ1 and ξ2. With

S1(x1, x
∗
1) =

1

4
x41 − x1x∗13 +

3

4
x∗1

4 (27)

S2(x2, x
∗
2) =

1

2
(x2 − x∗2)2, (28)

we have

∇xiSi(xi, x
∗
i ) · fi(xi, ui, w) ≤ (ui − u∗i )(yi − y∗i )−

3

4
(yi − y∗i )2 + σi (29)

where σ1 = 1/100, σ2 = 12 and it is understood that y∗i and u∗i are (polynomial) functions of

2In deriving (29), observe that ηw ≤ α(λη2 + 1/(4λ)) for all w such that |w| ≤ α for any choice λ > 0, in particular, (29)

follows when αλ = 1/4.
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x
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(c1, c2) = (−1,−1)

(d1, d2) = (0.22, 0.26)

(c1, c2) = (7, 9)

(d1, d2) = (0.12, 0.23)

(c1, c2) = (2,−2)

(d1, d2) = (0.17, 0.12)

(c1, c2) = (10, 6)

(d1, d2) = (0.07, 0.07)

(a) (b) (c) (d)
Initial Set, pI(x) ≥ 0

V (x) = 1
Equilibrium if no disturbance

Unsafe Set, p1U(x) ≥ 0 or p2U (x) ≥ 0

Fig. 1. Certifying safety of Example 1 for various values of c1 and c2. In each figure, the red circle is the set of initial conditions,

the black dot is the (assumed unknown) equilibrium, the grey region is the unsafe set, and the green outline, denoting V (x) = 1,

certifies safety because in each case, it contains the initial set but does not intersect the unsafe set. The decision variables d1

and d2 are obtained from the SOS feasibility problem constructed in Theorem 1 and Corollary 1, and these decision variables

in turn define the corresponding V (x).

x∗i . Let

p1U(x) , x1 − 4, p2U(x) , x2 − 4 (30)

pI(x) , −4((x1 − 1)2 + (x2 − 1)2) + 1 (31)

and let the unsafe set and initial set be given by

U = {x : p1U(x) ≥ 0} ∪ {x : p2U(x) ≥ 0} (32)

I = {x : pI(x) ≥ 0}. (33)

Note that the unsafe set U is characterized as the disjunction of two sets of the form (14), so

we include two equations of the form (20) in the resulting SOS feasibility problem. Also note

that, in this example, p1U(x), p2U(x), and pI(x) are only functions of x but, in general, could be

functions of x∗ as well.

Choosing p(x, ξ) = 1 proves adequate for this example with ε = 10−6. Fig. 1 shows results of

the convex SOS program for various choices of c1, c2, and the resulting d1, d2 verifying safety

are also given in Fig. 1.
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Since the system (24)–(26) can be viewed as the negative feedback interconnection of two

passive systems, a standard approach in stability analysis is to sum the two storage functions

(d1 = d2) to construct a Lyapunov function. However, for safety verification, different choices

of di may be crucial. In Example 1, when (c1, c2) = (7, 9), no choice of d1 = d2 exists verifying

safety, however, d2 ≈ 2d1 satisfies the safety condition as Fig. 1(b) illustrates.

V. GENERAL QUADRATIC DISSIPATION

We now extend the results derived above to systems satisfying general quadratic equilibrium-

independent dissipation inequalities which includes, e.g., small gain conditions. For each sub-

system, consider the supply rate

si(ui, yi, x
∗
i ) =

ui − u∗i
yi − y∗i

T Qi Ri

RT
i Si

ui − u∗i
yi − y∗i

 (34)

for matrices Qi, Ri, Si ∈ Rm where we again interpret u∗i and y∗i as functions of x∗i . We generalize

Assumption 2 with the following quadratic dissipation assumption:

Assumption 2b. There exists polynomials Si(·, ·) : Rni×Rni → R≥0 and σi(·, ·) : Rni×Rni → R

such that for all x∗i ∈ X ∗i
∇xiSi(xi, x

∗
i ) · fi(xi, ui, w) ≤ si(ui, yi, x

∗
i ) + σi(xi, x

∗
i ) ∀xi, ∀ui,∀w ∈ W . (35)

Observe that when Ri = 1
2
I , Si = − 1

γi
I and Qi = 0, we recover (8) with ρi(yi − y∗i ) =

1
γi
||yi−y∗i ||2, thus Assumption 2b is a special case of Assumption 2 when ρi(·) is quadratic. Let

Q̃ = blkdiag{Qi}, R̃ = blkdiag{Ri}, S̃ = blkdiag{Si} (36)

and, as before, let V (x, x∗) be defined as in (15). Parallel to the analysis of (16)–(17), we have

∇xV (x, x∗) · f(x,w) ≤
N∑
i=1

di(si(ui, yi, x
∗
i ) + σi(xi, x

∗
i ))

= (h(x)− h(x∗))TM(h(x)− h(x∗)) + 1TNDσ(x, x∗) (37)

where M̂ , K̃T D̃Q̃K̃ + D̃S̃ + D̃R̃T K̃, M , 1
2
(M̂ + M̂T ). We then replace (21) with

−(h(x)− h(ξ))TM(h(x)− h(ξ))− 1TNDσ(x, ξ) + p(x, ξ)(V (x, ξ)− 1) + r3(x,ξ)
Tf(ξ, 0)

∈ Σ[x, ξ].

(38)

For fixed ε > 0 and p(x, ξ), (19)–(20) and (38) remains a convex SOS feasibility problem.
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VI. EXAMPLE: PLATOONING

We now consider a platoon of N vehicles traveling along a roadway motivated by the example

proposed in [12] in the context of clustering in traffic dynamics.

Let xi ∈ R denote the velocity of agent i and assume agent dynamics are given by

Σi : ẋi = xnom
i − xi + ui, yi = xi (39)

for some nominal velocity xnom
i . Consider first the case with no input, that is, ui ≡ 0 for all i. If

xnom
i 6= xnom

j for some i, j, then agents i and j will drift apart. To maintain the platoon behavior,

we utilize relative displacement feedback. To this end, suppose the agents are interconnected

via a connected bidirectional communication graph with L edges. We assume this graph reflects

available sensor readings or communication links. For each edge ` connecting vehicle i and j,

define p` to be the relative displacement between the two vehicles. Then

ṗ` = xi − xj, ` = 1, . . . , L (40)

where we arbitrarily assign i to be the head node and j the tail. Defining the matrix B ∈ RN×L

elementwise as

Bi` =


1 if i is the head node of edge `

−1 if i is the tail node of edge `

0 otherwise,

(41)

we then have ṗ = BTx where p =
[
p1 . . . pL

]T
. We note that, to implement (41), vehicle i only

requires the displacement measurements p` for neighboring vehicles and thus is implementable

with available measurements. The matrix B is the incidence matrix [22] of the communication

graph. We propose the nonlinear feedback strategy

ui = −
L∑
`=1

Bi`ψ(p`) (42)

where ψ(ζ) = (ζ−ζ0)1/3 for some ζ0 > 0. Note that u = −BΨ(p) where Ψ(p) ,
[
ψ(p1) . . . ψ(pL)

]T
and we thus obtain the closed loop system depicted in Fig. 2(a). This system is brought to the

canonical form of (2)–(3) by considering the subsystems to be the concatenation of vehicle
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dynamics and edge dynamics and

K =

 0 −B
BT 0

 . (43)

The edge dynamics are then single integrators with output ψ(·), and it can be shown that

Si(pi, p
∗
i ) = 3

4
(pi − ζ0)

4/3 − (pi − ζ0)(p
∗
i − ζ0)

1/3 + 1
4
(p∗i − ζ0)

4/3 and σi(pi, p
∗
i ) = 0 satisfy

Assumption (2) with equality in (8) for ρi(·) ≡ 0 where we replace yi with ψ(pi).

We now specifically consider a line graph topology, which is particularly amenable to imple-

mentation since relative displacement to the immediately preceding and following vehicle is often

available through various sensors in vehicle platoons. Then there exists a unique equilibrium

x∗ =
[
x∗1 . . . x∗N

]
, p∗ =

[
p∗1 . . . p∗L

]
, (44)

but in general, x∗i 6= xnom
i and p∗i 6= ζ0. Assuming the system is initialized with xi(0) = xnom

i and

pi(0) = ζ0, we wish to verify the safety properties:

1) No collision occurs (pi(t)≥ ε for all t)

2) ||u− u∗||22 =||BΨ(p(t))−BΨ(p∗)||22 ≤ C2 for some threshold C for all t.

Condition (2) above is interpreted as a threshold on the deviation of the total control input u

compared to the nominal input u∗. Note that this safety condition depends on the unknown

equilibrium p∗ which is not computed explicitly.

As a numerical example, we let N = 5, ζ0 = 2, xnom
1 = xnom

3 = xnom
5 = 4, xnom

2 = xnom
4 =

5, C = 4, ε = 10−6 and consider a line graph communication topology. To accomodate the

fractional 1/3 power in φ(·), we introduce auxiliary variables as in [23]. For example, for

each link i, we introduce the auxiliary variable yi and require y3i = (pi − ζ0i ), a polynomial

constraint. Taking p(x, ξ) = 1, we obtain a convex feasibility problem by Corollary 1. The

decision variables and SOS constraints (19)–(21) are included in an SOSOPT program. Safety

is verified with di = 0.912 for all i. As expected, we obtain the result that all di are the

same, which is due to the skew symmetry of K in (43). The resulting SOS program contains

2n + 2(2m) = 26 independent polynomial variables due to the fractional power in φ(·) and

the equilibrium-independent formulation, and requires five SOS constraints to encode the safety

condition because a separate condition is required for each displacement vector pi to ensure

collision avoidance. Safety verification requires 87.1 seconds on a standard personal computer.

Fig. 2(b) and (c) demonstrate that safety conditions 1 and 2 are indeed achieved.
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Fig. 2. (a) A block diagram for the platoon model (39), (42). The gray feedback blocks consist of an integrator and the

nonlinearity ψ(·). B is the incidence matrix of the interconnection graph for the vehicles, which is assumed to be a line graph

in this example. (b) A plot of the control input to each agent over time, and the magnitude (Euclidean norm) of the total control

input. (c) A plot of the displacement between agents over time. The safety constraint requires each pi ≥ ε and ||u−u∗||22 < 42,

which we see is satisfied in the plots.

VII. CONCLUSIONS

We have considered a network of interconnected subsystems with a safety constraint. We

proposed a method for verifying safety by constructing an invariant set from an equilibrium-

independent global Lyapunov function comprised of local storage functions.

Future directions for research include considering interconnected subsystems with a proba-

bilistic passivity framework as considered in [24] rather than the worst case disturbance paradigm

utilized in this work. Also, we require the interconnected system to have a unique equilibrium,

motivated by our primary applications of interest. However, a direction for future research

is applying our methods to systems with multiple equilibria such as those exhibited in [17].

Additionally, selection of storage functions using SOS techniques as in [4] can be incorporated

into the above safety verification approach.
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