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More than three miles above the Arizona desert, an F-16 student pilot experienced a
gravity-induced loss of consciousness (GLOC), passing out while turning at nearly 9Gs (nine
times the force of gravity) flying over 400 knots (over 460 miles per hour). With its pilot
unconscious, the aircraft turn devolved into a dive, dropping from over 17,000 feet to less
than 8,000 feet in altitude in less than 10 seconds. An auditory warning in the cockpit called
out to the pilot “altitude, altitude” just before he crossed through 11,000 feet, switching to a
command to “pull up” around 8,000 feet. Meanwhile, the student’s instructor was watching
the event unfold from his own aircraft. As the student’s aircraft passed through 12,500 feet,
the instructor called over the radio “two recover,” commanding the student (“two”) to end the
dive. As the student’s aircraft passed through 11,000 feet the instructor’s “two recover!” came
with increased urgency. At 9,000 feet, and with terror rising in his voice the instructor yelled
“TWO RECOVER!” Fortunately, at the same time as the instructor’s third panicked radio call,
a new Run Time Assurance (RTA) system kicked in to automatically recover the aircraft. The
Automatic Ground Collision Avoidance System (Auto GCAS), an RTA system integrated on the
jets less than two years earlier in the Fall of 2014, detected that the aircraft was about to collide,
commanded a roll to wings level and pull up maneuver, and recovered the aircraft less than
3,000 feet above the ground. The event described here occurred in May 2016. A video from the
event was declassified and publicly released in September 2016 and the footage may be found at
[1]. While Auto GCAS monitored the behavior of a safety-critical cyber-physical system with

a human providing the primary control functions, the same concept is gaining attention in the

1

ar
X

iv
:2

11
0.

03
50

6v
2 

 [e
es

s.S
Y

]  
6 

Ju
n 

20
22



autonomy community looking to assure safety while integrating complex and intelligent control
system designs.

RTA Systems are online verification mechanisms that filter an unverified primary controller
output to ensure system safety. The primary control may come from a human operator, an
advanced control approach, or an autonomous control approach that cannot be verified to the
same level as simpler control systems designs. The critical feature of RTA systems is their
ability to alter unsafe control inputs explicitly to assure safety. In many cases, RTA systems
can functionally be described as containing a monitor that watches the state of the system
and output of a primary controller, and a backup controller that replaces or modifies control
input when necessary to assure safety. Note that RTA and the controllers within the architecture
go by many different names, as described in the sidebar titled “RTA Aliases.” RTA designs
specifically to bound the behavior of neural network control systems used as the primary
controller are discussed in the sidebar titled “Shielded Learning.” An important quality of an
RTA system is that the assurance mechanism is constructed in a way that is entirely agnostic to
the underlying structure of the primary controller. By effectively decoupling the enforcement of
safety constraints from performance-related objectives, RTA offers a number of useful advantages
over traditional (offline) verification. Another way to think of RTA is to consider designing
controllers so that there is always a plan B, as discussed in a sidebar titled “The Case for Plan
B.”

Verification, validation, assurance, and certification methods present the largest barriers to
operational use of autonomous control in safety critical systems, such as passenger aircraft,
vehicles, medical devices, and nuclear power plants. For example, the commercial aviation
domain requires showing stringent safety constraint satisfaction for any failure that is more likely
than “extremely improbable,” defined as an event that occurs with a probability of 10�9 [2], (more
than one in a billion flight hours). While verification, validation, assurance, and certification are
related, there are slight variations in their meaning. Additionally, these are also confused with
concepts described in the “Safety, Reliability, and Security” sidebar. Verification is an activity that
determines whether a system meets requirements [3], in effect answering the question “Did we
build the system right?” Validation assesses whether a system meets the needs of the end user [4],
answering the question “Did we build the right system?” Model validation refers to evaluating
how well a model represents reality. Assurance is justified confidence that the system functions
as intended with limited vulnerability to uncertainty, hazards, and threats based on evidence
generated through development activities [5]. Certification determines whether a system conforms
to a set of criteria or standards for a class of similar systems [6]–[13]. Verification, validation,
certification and assurance of safety critical dynamical systems requires the development of
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techniques that incorporate comprehensive analysis based on rigorously developed specifications
as well as techniques that continuously evaluate system behavior at run time.

A significant benefit of RTA is that it alleviates the need to design the primary controller
in a way that conforms to traditional safety standards, which may not be directly applicable
to the primary control design. Practical consequences of this are that RTA provides a means
of testing new control algorithms on hardware platforms without compromising safety potential
as well as a near-term certification path for autonomous controllers and safety-critical human-
controlled systems. Additionally, the verification of an assurance mechanism is generally simpler
than verification of a performance-based controller as it does not require consideration of the
potentially complex performance-related objectives. That is, safety verification does not become
more difficult as the primary controller grows more complex, and the verification process does not
need to be repeated when changes are made to the primary controller. Note that RTA is envisioned
to increase safety confidence, not provide a substitute for having some level of confidence in
the safety of a primary controller. Additionally, as described in the sidebar “To RTA or not to
RTA? That is the Question,” there are times when RTA is not appropriate.

RTA is emerging as the dominant approach for enforcing safety in real world autonomous
systems and semi-autonomous systems. Though not always directly associated with the term run
time assurance, notable autonomous systems applications are seen in road vehicles [14], [15],
bipedal walking [16], [17], air traffic control [18], fixed wing aircraft collision avoidance [19]–
[23] and flight envelope protection [24], VTOL aircraft [25] [26], spacecraft collision avoidance
[27], manipulator arms [28], and propulsion [29] to name a few.

The rise in popularity of RTA can be attributed to many factors, including: (i) the emergence
of mobile autonomous systems operating in safety critical environments, e.g. away from very
specialized and remote applications to the vicinity of humans; (ii) the increasing complexity
of the primary control system in these systems making traditional verification techniques
prohibitively difficult; (iii) the growing desire to quickly update complex system software without
compromising safety or repeating a costly verification process; (iv) the ability to perform fast
computation online, e.g., integrating trajectories or reachable sets online has only recently become
a tractable task for non-trivial systems; (v) the emergence of control barrier function (CBF)
and active set invariance filtering (ASIF) methods that give smooth and minimally invasive
modifications to the desired actions. Additionally, RTA seems to provide an attractive solution
to bounding the behavior of machine learning and artificial intelligence (AI) systems. While some
notable efforts have been made in the direction of generating and verifying provably safe deep
neural network controllers [30]–[33], the complexity and dynamic nature of these systems often
precludes the ability to generate rigorous safety guarantees on the primary controller. The RTA
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paradigm enables an alternate path, without a need to compromise on safety. Reinforcement
learning (RL) applications on safety-critical systems often fall into the domain of safe RL,
described as a process of policy learning that maximizes expected return while ensuring system
performance and/or respecting safety constraints [34]. The safe RL community generally takes
one of two approaches: modifying the optimality criterion to reduce risk or using an RTA
mechanism during the training process, often referred to as a shield [35].

This article provides a tutorial on developing RTA systems. First a description of the
basic architecture, modeling framework, and fundamental definitions are introduced. Second,
categories and properties of RTA systems are identified, and systems engineering and human-
machine interaction considerations beyond the system dynamics are discussed. Third, a particular
category of RTA systems called the Simplex architecture is described. Fourth, a second category
of RTA systems called active set invariance filters is described. Fifth, implicit and explicit
variations of both the Simplex architecture and active set invariance filter RTA approaches
are described for the canonical double integrator system. Sixth, approaches for RTA system
performance under uncertainty is described. Seventh, verification approaches for RTA algorithms
and architectures are presented. Additional topics, applications, definitions, examples, and
supplemental information are found in sidebars throughout.

Run Time Assurance for Safety-Critical Cyber-Physical Systems

Cyber-physical systems feature computing devices that interact with the physical world via
actuators and sensors [36], and such systems are safety-critical when failure would result in loss
of life, damage to property, or other unacceptable damages such as environmental harm [37]. An
RTA architecture acts as an online-verification and enforcement tool for cyber-physical systems
that guarantees certain system-level safety requirements are met at run time. In this section, the
RTA problem formulation, appropriate RTA employment in the control loop, and other important
design considerations are discussed.

The Run Time Assurance Architecture

RTA presents an approach to control design that allows a designer to sidestep the common
trade-off between performance and safety. The central idea behind RTA is to decouple the task
of enforcing safety constraints from all other objectives of the controller. This is achieved by
splitting the control system into two components: a performance-driven primary controller, and
a safety-driven RTA mechanism. The RTA mechanism preempts the desired inputs from the
primary controller when necessary for ensuring the safety of the system, and otherwise lets the
input pass through unaltered. This approach is associated with the feedback control architecture

4



shown in Figure 1b. The output of the performance-driven controller is referred to as the desired
input and assigned the variable udes, and the output of the RTA mechanism is referred to as the
actual input (or assured input) and is assigned the variable uact. At its core, an RTA mechanism
is a mapping from a state x 2 Rn and a desired input udes 2 Rm to an actual input uact 2 Rm,
and has the objectives of (i) enforcing safety of the system as defined by state constraints, and
(ii) having uact as close as possible to udes, so long as it does not conflict with the first objective.
A common choice for measuring how close the two signals are is the norm of the difference
between the two variables, however, this measurement may also take other forms, such as the
integral of the deviation. An RTA mechanism is said to be assured when the output uact is always
verifiably safe, as defined in later sections. Moreover, an assured RTA mechanism guarantees
safety for the entire system, and for all time, and this is true regardless of the chosen primary
controller. Although not considered an RTA architecture under the definitions in this paper, a
related concept for an alternative safety architecture is described in the sidebar titled “Reference
and Command Governors.”

Modelling Cyber-Physical Systems

Mathematical models that provide an abstraction of real world system behavior may be
defined at varying levels of complexity based on the contrasting needs of accurately predicting
system behavior and conducting mathematical analysis. This article focuses mainly on cyber-
physical systems modeled as dynamical systems; hereafter the variable x 2 X ✓ Rn denotes the
state vector of the system model and the variable u 2 U ⇢ Rm denotes a bounded control input,
where X is the set of all possible system states and the set U is the admissible set of controls,
determined a priori by the actuation constraints of the real-world system. Continuous-time system
models appear as systems of ordinary differential equations as in

ẋ = Fc(x, u), (1)

and discrete-time system models appear as state-update maps as in

x+ = Fd(x, u). (2)

While the computational elements responsible for the control of a CPS live in a discrete world,
the physical laws of motion tend to take the form of ordinary differential equations. In many
cases, systems of the form (2) are obtained from discretizing equations of the form (1) over the
controller update period.

A natural generalization is to consider hybrid systems that combine continuous-time and
discrete-time elements [38], [39]. In fact, as seen below, some RTA mechanisms are naturally
interpreted as inducing a hybrid system in closed-loop, even when the open-loop system is of
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Figure 1: To illustrate where run time assurance sits within the control system architecture, (a)
depicts a prototypical feedback control system architecture, and (b) shows the insertion of a run
time assurance mechanism. The primary controller (e.g. human operator, an advanced control
approach, or an autonomous control approach) is performance-driven and outputs a desired input
udes. The run time assurance mechanism maps the state x 2 Rn and a desired input udes 2 Rm to
an actual input uact 2 Rm, with the objectives of (i) enforcing state constraints, and (ii) outputing
uact as close as possible to udes. Run time assurance can be thought of as a safety filter on the
performance controller output.

the form (1). For the purposes of this article, attention is restricted to to systems with dynamics
governed by (1) or (2) and will not formally characterize hybrid systems, but we note instances
where RTA tools have been specifically extended to such systems in the literature.

Throughout this article, it is discussed how one may verify or assure system models of
the form (1) or (2) against safety constraints. However, (1) and (2) are only models, and real-
world systems generally deviate from their models. When this deviation is significant, safety
guarantees derived from the models are invalid. One method for addressing this limitation is to
instead consider a nondeterministic model that explicitly considers uncertainties that account for
the deviation between the real-world system and the deterministic models presented in (1) or (2).
This article first focuses on the deterministic system models (1) and (2) and discusses extensions
to nondeterministic models in the Section “Assurance in the Presence of Uncertainty.”
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Admissible Control of Cyber-Physical Systems

The main focus of this article is in devising safe controllers for cyber-physical systems
modeled as in (1) or (2). Safety control schemes must conform to the boundaries of admissible
control. That is, a control law can only be realized on a physical system if its outputs are bounded
to a set of signals that respect the actuation constraints of that system. A feedback control law u

denotes a mapping to Rm from either the state domain or an augmentation of the state domain.
For instance, in the context of RTA, many primary control laws will take the form u : X ! Rm,
while RTA control laws will generally take the form u : X ⇥ Rm ! Rm, and either can be
extended to include explicit dependence on time. Control laws are said to be admissible when
their range is the admissible input set U , e.g. u : X ! U or u : X ⇥ Rm ! U .

Any control law u can be made admissible via composition with a saturation (also called
clamping) function; a saturation function � : Rm ! U is such that �(u) is approximately
equal to u when u is in the interior of U and �(u) is approximately the projection of u onto
the boundary of U when u is outside of U . Here, there are two main approaches: (i) hard
clamping, whereby the saturation function �(u) = u for all u 2 U and �(u) is a projection
onto the boundary @U , and (ii) smooth clamping, whereby � takes the form of a differentiable
function that such that �(u) ⇡ u for u 2 U . For example, for the case of scalar input and
U = [�1, 1] ⇢ R, then �1(u) = max(�1,min(1, u)) is a hard clamping function while �2(u) =

tanh(u), �3(u) =
2
⇡ tan(

⇡
2u), �4(u) = u(1+u2)�1/2, and �5(u) = tanh(u+0.5u3) are examples

of smooth clamping functions.

Safety and Invariance of Cyber-Physical Systems

In a colloquial context, safety means freedom from harm or danger. For safety critical
systems, safety is freedom from conditions that would, in a worst-case environment, lead to an
unacceptable loss, such as a loss of control, physical damage to the system under control, loss
of human life, human injury, property damage, environmental pollution, or failure of the mission
[40], [41]. In the context of a dynamical system, safety is a characterization of the state of the
system and its evolution. While alternate approaches to forming safety specifications exist (e.g.
temporal logic), this research focuses specifically on set invariance requirements derived from
static properties on the state. Specifically, safety properties are specified with state constraints,
and safety relates to whether a particular initial condition will lead to the safety constraints being
satisfied for all time.

In this article, safety constraints are defined with inequality constraints on the state. In
particular, we consider 'i : X ! R for i 2 {1, . . . ,M}, where M is the number of safety
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constraints and it is required that always 'i(x) � 0 for each i. The set of states that satisfy all
of the safety constraints is referred to as the constraint set (sometimes called the allowable set
or the constraint space) and is given by

CA := {x 2 X |'i(x) � 0, i 2 {1, . . . ,M}}. (3)

Example: Consider a wingman aircraft with position (xW, yW) flying co-altitude
in formation with a lead aircraft with position (xL, yL) and the requirement is that the two
aircraft never go within 30 meters of each other. A constraint set over the states x =

[xL, yL, ẋL, ẏL, xW, yW, ẋW, ẏW]T is given by:

CA = {x 2 R8 |
p

(xL � xW)2 + (yL � yW)2 � 30 � 0}. (4)

⌃

Importantly, there may exist states in CA that obey the safety constraints at a given time, but
that inevitably lead to violations in the future. For example, in the aircraft case it is possible for
the wingman aircraft to have just more than 30 m separation with the lead aircraft initially, but
be traveling too fast to be able turn, climb, or descend to avoid a collision. Though the state falls
in the constraint set CA at a given time, it is not “safe” as it will inevitably lead to a departure
from the set. A meaningful definition of safety must encode additional information relating to
whether the safety constraints will continue to be satisfied for all time with a particular control
law and subject to a particular set of dynamics and actuation constraints.

Informally, a system is safe if the state belongs to CA for all time. This concept is formalized
with the notion of set invariance: A state x(t0) is safe with respect to a closed-loop dynamical
system if that state lies in a forward invariant subset of the constraint set, i.e. if:

x(t0) 2 CS =) x(t) 2 CS 8 t � t0 (5)

where CS ✓ CA. In this case, CS is said to be a safe set. Furthermore, control laws are said
to be safe when they render some nonempty subset of CA forward invariant. It is generally
desirable that a control law be designed such that the safe set is as large as possible. However,
it is generally not possible to find an admissible control law that will render CA itself forward
invariant. The distinction between CS and CA is necessary as the system is subject to actuation
and dynamics constraints, meaning that the control signal only has a limited amount of influence
over the evolution of the state.

It is important to note that forward invariance, and by extension safety, are properties of
the closed-loop system and are not defined in absence of a controller. The existence, size, and
shape of CS are all dependent on the controller. The question of whether it is possible to find
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Figure 2: Safe set CS and constraint set CA topology for explicit (left) and implicit (right) cases.
Here X represents the set of all states, the constraint set CA is the set of states considered safe
when there are no controller limitations, and the safe set CS is a subset representing the set of
states that are safe under the limits of the control system. For example, a car approaching a wall
is in the constraint set CA so long as it does not hit the wall. However, if the car is two feet
from the wall and moving at 100 miles per hour, the it can be in the constraint set CA but not
in the safe set CS. To be in CS, the car must be able to stop before hitting the wall. In cases
where it is hard to define CS, but a predefined backup control is known (e.g. car slamming on
the brakes), an implicit backup set Cb may be used instead of CS.

a control law that will render a particular set invariant is addressed with the concept of control
invariance. A set S ✓ X is said to be control invariant (also called viable) if there exists an
admissible control law that renders S forward invariant. The largest control invariant subset of
CA is known as the viability kernel [42]. Intuitively, the viability kernel is the largest achievable
safe set, and it forms the boundary between the states for which it is and is not possible to find
a control input that will keep the system safe for all time. A fact that will become important in
later sections is that control invariant sets are forward invariant under controllers that take the
form of certain optimization-based procedures.

Identifying Safe Sets

Computing invariant sets has been the subject of a wide variety of research. A common
approach to identifying an invariant region is to find a Lyapunov function. Since stability is a
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stronger condition than invariance, any stable region under a particular controller must also be
invariant under that controller. Moreover, invariance of a set under an admissible control law
u : X ! U , also implies control invariance under U . Invariant regions may also be computed by
identifying barrier certificates [43]. While identifying Lyapunov functions or barrier certificates
is typically a difficult task, they may be computed automatically for polynomial dynamics using
sum-of-squares (SOS) optimization [15], [44], [45] at moderate to high computational costs.
Other approaches include using discretized solutions the the Hamilton-Jacobi equations [46],
and sampling [47]. Safe sets may also be computed for discrete time systems using approaches
in computational geometry [48]. These approaches typically rely on convexity of the set CA and
linearity of the dynamics for the purposes of implementing set operations. See [49]–[51] for a
more extensive overview of techniques for invariant set computation.

Example: Consider the double integrator system—e.g. a spacecraft in linear motion—
described by

ẋ1 = x2

ẋ2 = u
(6)

where the state vector x = [x1, x2]T 2 R2 is composed of a position state x1, and a velocity state
x2, and u 2 [�1, 1] is the acceleration due to thrust. The safety constraint '(x) = �x1 � 0 is
imposed on the system, reflecting the requirement that the system avoid collision with an object
located at x1 = 0, and extending to x1 � 0. The constraint set is

CA = {x 2 R2 | � x1 � 0}. (7)

The largest control invariant subset (i.e. the viability kernel) of CA is CS = {x 2 R2 |h(x) � 0}
where

h(x) =

8
<

:
�2x1 � x2

2 if x2 > 0

�x1 if x2  0.
(8)

The unsafe states in the constraint set CA \ CS represent states for which a future collision is
inevitable. Intuitively, x2 =

p
�2x1 represents the maximum safe velocity at x1. If this approach

speed is exceeded, then there will not be sufficient distance to stop before a collision occurs.
This result is made apparent by considering the flow of the system under a recovery maneuver
u = �1, which applies maximum thrust force away from the obstacle. It can be seen that CS is
a forward invariant set under this control law. Figure 3 shows a depiction of the described sets,
and the flow under various inputs.

⌃
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Figure 3: A car moving straight towards a wall can be modeled as a double integrator system.
This shows a phase plot for double integrator system with u = �1, 0, 1, where x1 is position, x2

is velocity, u = 1 represents full forward acceleration, u = 0 represents continuing at a constant
velocity, and u = �1, represents full acceleration away from the wall. The viability kernel CS is
shaded green and represents the safe states where it is possible to apply full negative acceleration
to avoid hitting the wall. Collision states are shaded red and represent states in which the car
has hit or driven past the wall X \ CA. The inevitable collision states CA \ CS are shaded purple
and represent cases where the car has not yet hit the wall, but is traveling too fast towards the
wall to be able to stop in time.

Implicit and Explicit Definitions of the Safe Set

Given a constraint set CA and an admissible control law u : X ! U , the question arises
of how one can determine if a given state x 2 X is safe. In many cases, the set of safe states
CS can be identified explicitly with a functional representation; e.g.

CS = {x 2 X |h(x) � 0}, (9)

with h : X ! R. Checking whether x 2 CS is then equivalent to checking whether h(x) � 0. The
safe set boundary may be determined in a number of ways, such as through Lyapunov arguments
or reachability analysis. Additionally, for continuous-time systems as in (1), Nagumo’s theorem
states that, under appropriate regularity assumptions on f , u, and h, a necessary and sufficient
condition for invariance of a candidate set CS as in (9) is @h

@x(x)
TFc(x, u(x)) � 0 for all x such

that h(x) = 0 [52], and thus Nagumo’s theorem can be used to verify that a candidate safe set is
invariant. Moreover, as discussed in the Section “Assurance in the Presence of Uncertainty,” it is
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possible to consider nondeterministic effects through the identification of sets that are robustly
forward invariant, that is, that are forward invariant under any realization of the nondeterminism.

Example: Consider the double integrator system (6), now paired with the constraint
set CA = {x 2 R2 | 1 � kxk1 � 0}. Suppose that a control law is constructed such that for all
x 2 CA, u = �x1 � x2. Note that actuation constraints can be ignored in CA if a hard clamping
function is used, and that for all x 2 CA, u(x) 2 U . In this case, the closed-loop dynamics are

ẋ =

"
0 1

�1 �1

#
x, (10)

for all states in CA. A valid safe set can be constructed by identifying a region of attraction
contained in CA. For instance, note that

V (x) = 1.2x2
1 + 0.2x1x2 + 1.1x2

2 (11)

is a Lyapunov function for the closed-loop system and the level curve V (x) = 1 is contained in
CA. Thus, CS = {x 2 R2 |h(x) � 0}, where h(x) = 1� V (x) defines an invariant set contained
in CA. The sets CS and CA are depicted along with the system flow in Figure 4(a). Note that
while CS is invariant, it is not the largest forward invariant set contained in CA. It is said to be
conservative. ⌃

Explicit identification of forward invariant subsets is typically obtained only at the expense
of conservatism. In particular, the methods used to identify forward invariant sets are not generally
scalable to complex and high-dimensional systems, and the safe sets obtained with these methods
may greatly underapproximate the largest safe set obtainable. However, an explicit (functional)
representation of the safe set boundary is not always necessary. One may implicitly define CS
in terms of the closed-loop trajectories under the control law. For example, consider a backup
control law ub : X ! U , and let �ub(t; x) represent the state reached after starting at x 2 X

and applying ub for t units of time. Then the set

CS = {x 2 X | 8t � 0, �ub(t; x) 2 CA} (12)

is by definition an invariant set under ub, and it is entirely contained in CA. The utility of this
definition arises from the observation that it is possible to check whether individual states are
safe simply by integrating the dynamics forward from those states. For example, if CA = {x 2
X |'(x) � 0} then the following are equivalent:

(i) 8t � 0, �ub(t; x) 2 CA, (ii) inf
t2[0,1)

'(�ub(t; x)) � 0 (13)

It is interesting to note that in special cases where the infimum can be solved in closed form, the
solution can be used to define an explicit safe set, as shown in (8) and in the following example.
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((a)) Explicit safe set CS (green) ((b)) Implicit safe set CS (green) and backup set Cb (blue)

Figure 4: Phase plots for a mass-spring-damper system (10), modeled as a double integrator with
the constraint set CA = {x 2 R2 | 1� kxk1 � 0}, where with the complement of the constraint
space CA is shaded red, and CA\CS is shaded purple.

Example: Consider the system,
"
ẋ1

ẋ2

#
=

"
cos(x2)

u

#
(14)

with u 2 [�1, 1], the constraint set CA = {x 2 R2 | x1 � 0} and the admissible control law
ub = 1. The solution for the flow from initial state x0 = [x0,1, x0,2]T is given by

"
�ub
1 (t; x0)

�ub
2 (t; x0)

#
=

"
x0,1 � sin(x0,2) + sin(x0,2 + t)

t+ x0,2

#
(15)

and x0 is safe if inft2[0,1) �
ub
1 (x0, t) = x0,1 � sin(x0,2) � 1 � 0. Using this information, a safe

set under this maneuver can be defined explicitly as

CS = {x 2 R2 | x1 � sin(x2)� 1 � 0}. (16)

The sets CA, CS are depicted in Figure 5 along with the flow of the system under ub = 1. ⌃

Importantly, the system flow �ub(t; x) can readily be evaluated over a finite time horizon
T = [0, T ] by numerically integrating the dynamics. In this case, safety of a trajectory can be
shown by ensuring that (i) the trajectory lies in CA over T and (ii) the endpoint of the finite
trajectory T lies in a known invariant subset Cb ✓ CA. That is,

CS = {x 2 X | 8t 2 T , �ub(t; x) 2 CA ^ �ub(T ; x) 2 Cb}. (17)
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Figure 5: Phase plot for system (14) under ub = 1. The safe set CS is shaded green, the
complement of CA is shaded red, and CA\CS is shaded purple.

In this context, a safe terminal set Cb ✓ CA is referred to as a backup set, and the set (17) is
the safe backward image (SBI) of Cb. Note that numerical integration over a continuous interval
[0, T ] requires that the trajectory be approximated with a finite amount of points sampled along
this interval; e.g. T = {t1, ..., tK} ⇢ [0, T ]. Testing with the discrete set of points does not
strictly prove invariance as it does not ensure that the trajectory will not leave between the
sampled points. While the approximation is sufficient for most practical purposes, this may be
addressed with a finer time discretization or by deriving bounds for an inner approximation of
the constraint set as in [53].

While a single case is presented here, various forms of implicit safety may arise under
modified assumptions. For instance, [54] considers the case where Cb is not forward invariant,
and guarantees are in finite time. As discussed in the Section “Assurance in the Presence of
Uncertainty,” this concept may be extended to nondeterministic systems by approximating the
forward reachable sets or invariant tubes around the recovery trajectories. The topology of the
constraint and safe sets for both implicit and explicit cases is illustrated in Figure 2.

Example: Consider the system (10) along with the associated constraint set CA =

{x 2 R2 |'(x) � 0} with '(x) = 1 � kxk1. We now consider the safe set from the previous
example as the backup set. That is, consider the backup set Cb = {x 2 R2 |hb(x) � 0 } with
hb(x) = 1�V (x) and V (x) described by (11). The flow for this system can be evaluated exactly
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as

�ub(t; x) = eAtx (18)

where A is the system matrix from (10). Consider the backup time horizon T = [0, T ]. A state
x 2 R2 is in the safe backward image if the following conditions are met

(i) 8t 2 T , '(eAtx) � 0, (ii) hb(e
ATx) � 0. (19)

The sets for this case are depicted in Figure 4(b). ⌃

Identifying Safe Backup Sets

Backup sets Cb are safe terminal sets that act as seeds of safety. As seen in Figure 4
the backup set may be used to implicitly identify a larger safe region via trajectories under
a backup controller. This is useful because small invariant sets are generally much easier to
find than large ones. Furthermore, a finite-time trajectory can be used to show safety over an
infinite horizon when it is shown that it the trajectory safely reaches such a set. This concept has
been frequently explored in the context of trajectory optimization and Model-Predictive Control
(MPC) [23], [55]. In the literature related to MPC, the backup set is often referred to as a
terminal feasible invariant set. Backup sets are safe sets and may be computed as any safe
subset of CA using the methods described above. However, it is common to construct these from
domain knowledge of safe configurations of the particular system.

For an example of a safe backup set, consider that ground vehicles and vertical takeoff and
landing (VTOL) air vehicles may bring themselves to rest in a safe location. In this case, the
role of ub is to generate a safe stopping maneuver; e.g. [56]. Individual rest states are invariant
points in the state space, and sets of adjacent rest states form invariant surfaces or volumes. In
many cases it is not possible or practical to bring a vehicle to rest, and a backup set may instead
be identified from safe periodic trajectories. For example, fixed wing aircraft may compute safe
loiter circles [18], [22], [23], [57] or spacecraft may compute a set of safe orbits [58]. In many
cases, the invariant set is a region without volume, and only an infinitesimal perturbation is
required to cause a departure from the set. In practice, it is desirable to show that such surfaces
are locally attractive under some backup control law, or to explicitly identify a larger invariant
region around the initial set. For example, [58] develops a control law that stabilizes the a
spacecraft to a set of safe orbits.

Example: Consider the damped linear system

ẍ = �ẋ+ u (20)
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with the constraint set given by CA = {x 2 R | x � 0}. A safe backup set is given by the subset
of CA with zero velocity: Cb = {x 2 R | x � 0, ẋ = 0}. Note that Cb ⇢ CA and that Cb is
invariant when u = 0. ⌃

Example: Consider two spacecraft in planar orbit around a central body: (i) a target
spacecraft, which is in a fixed circular orbit with period ⌧ , and (ii) a chaser spacecraft of mass
m. In this setting, the dynamics of the chaser spacecraft are given by the Clohessy-Wiltshire-Hill
equations, as developed in [59]:

ẋ1 = x3

ẋ2 = x4

ẋ3 = 3n2x1 + 2nx4 +
1
mu1

ẋ4 = �2nx3 +
1
mu2

ẋ5 = �|u1|� |u2|

(21)

with state x 2 R5 and control input u 2 [�umax, umax]2. In this setting, x1, x2 denote the relative
distances between the spacecraft, x3, x4 denote the relative velocities, and x5 denotes a fuel state.
Additionally, n = 2⇡

⌧ [59]. The constraint set is defined by the constraints that the chaser must
not run out of fuel and must stay at a distance greater than Rmin from the target spacecraft. The
constraint set is CA = {x 2 R5 | x2

1 + x2
2 �R2

min � 0, x5 � 0}.

Backup Set from Invariant Points: Invariant points exist as zero velocity states in the x2-
x5-plane, hence {x 2 R5 | x1 = x3 = x4 = 0} is invariant for u ⌘ 0. A safety set is obtained
from this set as Cb,1 = {x 2 R5 | x1, x2, x3 = 0, x5 � 0, |x2| � Rmin}.

Backup Set from Periodic Trajectories: It can be shown that the chaser spacecraft is on an
elliptical orbit around the target spacecraft whenever u = 0 and x3 = n

2x2, x4 = �2nx1, with
each individual orbit occupying the position states x2

1+
1
4x

2
2 = b2 where b � 0 is the semi-minor

axis of the orbit. Hence, the linear subspace {x 2 R5 | x3 = n
2x2, x4 = �2nx1} is an invariant

manifold composed of all such closed orbits. A backup set can be constructed from this subspace
by considering range of orbits that fall into the constraint set: Cb,2 = {x 2 R5 | x3 =

n
2x2, x4 =

�2nx1, x2
1 +

1
4x

2
2 � R2

min} ⌃

Properties of Run Time Assurance Systems

RTA has evolved over the last several decades stemming from research in control theory,
computer science, electrical, mechanical, and aerospace engineering. In this section, each of
several basic classifications and properties of RTA mechanisms are defined, concluding with
RTA-human interaction considerations. RTA approaches can be classified as: explicit or implicit,
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zero or first order, and latched or unlatched. Explicit approaches precisely define a specific safe
set, while implicit RTA approaches define recovery trajectories under a predefined backup control
law. Zeroth order RTA methods do not use gradients of the dynamics and are often associated
with RTA systems that use methods described in the Section “The Simplex Architecture,”
while first order methods take advantage of gradient computations and are used in methods
such as those described in the Section “Active Set Invariance Filtering.” Latched RTA systems
switch to a backup controller and remain under its control until a specified release condition
is met, while unlatched implementations return to the primary control as soon as the system
returns to a safe set. In addition to these classifications, RTA systems feature safety and
performance properties described in this section, including innocuity, viability, nuisance freedom,
and integrity monitoring. Finally, this section discusses important concepts with respect to RTA-
human interaction including: variable risk tolerance, ability to turn the RTA off, transparency,
and missed detection/false alarm considerations.

Implicit and Explicit RTA Approaches

Fundamentally, an RTA mechanism is a control law that renders a subset of the constraint
space forward invariant, activates a recovery response near the boundary of that set, and that
passes through the desired input from the primary controller everywhere else. The set made safe
under the RTA is referred to as the safe operational region of the RTA system, and it is denoted
by CS. In cases where the recovery response relies on switching to a backup control law ub,
the safe operational region is a subset of the constraint set CA that is forward invariant under
that control law. Approaches of this type are considered in the section entitled “The Simplex
Architecture.” Alternatively, in cases where the recovery response is determined as the solution to
an optimization program, and safety is enforced with the constraints of that program, then the safe
operational region is a control invariant subset of CA. This is because the optimization program
searches over all feasible control actions — i.e. control invariant sets are forward invariant under
certain optimization procedures. Approaches of this nature are considered in the section “Active
Set Invariance Filtering.”

As with the safe sets discussed previously, the safe operational region can be identified
explicitly or implicitly. Implicit (or trajectory-based) approaches compute finite-time trajectories
under a backup controller {�ub(t; x) 2 X | t 2 T } online (at run time) and use the information to
decide when or how to intervene. Explicit (or region-based) approaches may or may not switch
to a backup controller, but do not rely on simulating trajectories of the backup controller online.
Typically, explicit approaches identify trusted regions offline via the construction of either a large
forward invariant or control invariant set. That is, implicit RTA approaches are those that utilize
an online look-ahead and will bound the system to an implicitly defined safe set such as (17)
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while explicit RTA approaches determine safe states a priori and will bound the system to an
explicitly defined safe set such as (9). This concept is demonstrated in the following example.

Example: Consider the mass-spring-damper system described by (10) with the
constraint space CA = {x 2 R2 | 1 � kxk1 � 0}. An RTA mechanism can be constructed
by requiring that the backup controller be applied near the boundary of a set CS, where CS is
safe under the backup controller. Let the RTA mechanism be,

u(x) =

8
<

:
ub if #(x)

udes otherwise.
(22)

where udes is the desired control input and #(x) represents the activation condition (or switching
condition). Considered below are implicit and explicit activation conditions.

Explicit Condition

Let CS = {x 2 R2 | h(x) � 0} with h(x) = 1 � V (x) and V (x) being the Lyapunov
function (11). The set CS is said to be trusted as it is safe under ub. The activation condition

#(x) : h(x) � " (23)

ensures safety of CS with respect to uact by activating ub near the boundary where " > 0 defines
the size of the RTA activation region. Since, V (x) defines a Lyapunov function for the closed-
loop dynamics under ub, it is known that h(x) is increasing whenever ub is applied. Furthermore,
since ub is activated before the boundary h(x) = 0, (22) enforces that h(x) is always positive,
meaning that the system will be forward invariant in CS ⇢ CA.

Implicit Condition

Let Cb = {x 2 R2 | h(x) � 0} with h(x) = 1 � V (x) and V (x) being the Lyapunov
function (11), then a condition for invariance in the safe backward image of Cb is

#(x) : [8t 2 [0, T ], '(eAtx) � "1] ^ [hb(e
ATx) � "2] (24)

where "1, "2 > 0. The safe backward image in this case defines the safe operational region for
the RTA. It is depicted as the green region in Figure 4(b). ⌃

There are important tradeoffs associated with implicit and explicit approaches. While
identifying invariant sets explicitly offline generally reduces the online computational burden
of the algorithm, the task may become intractable for complex and high-dimensional systems.
In such cases, implicit, trajectory-based approaches become favorable. The key advantage to
assessing safety through trajectories online is that, in the simplest case, it only requires a finite-
time simulation of the recovery maneuver, which is generally a tractable task. A secondary
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benefit is that it handles dynamic environments and changes in the model better; i.e. rather
than needing to recompute an invariant subset of CA, one only needs to update the simulation
parameters. However, an important practical consideration is that trajectory-based approaches
rely on the ability to accurately forecast recovery trajectories, and the predicted behavior may
be increasingly sensitive to noise (i.e. less accurate) as the length of the backup trajectory is
increased.

܊
܊

܊

explicit approach
(no trajectory forecasting)

invariant point or 
periodic trajectory

Figure 6: Notional depiction of the tradeoff between a longer integration horizon and a larger
backup set. The thick green arcing arrow represents the desired trajectory of the primary
controller, the teal region represents a backup safe set Cb, and the thin teal arcing arrows
represent trajectories to the backup set. Large explicit backup sets Cb, reduce the need for
online computation of trajectories to the backup set, but may be intractable for complex and
high-dimensional systems. Computing online finite-time simulation of a recovery maneuver may
be more tractable in some cases, but is more vulnerable to noise or model inaccuracies.

It is interesting to note that since a backup set Cb is an explicitly defined invariant subset
of the constraint set CA, an implicit approach to safety will typically involve a combination
of (i) explicitly identifying an invariant set Cb offline and (ii) finding a safe trajectory to this
set online. In this sense, the explicit approach can be viewed as a special case of the implicit
approach where the backup trajectory consists of only a single point. Furthermore, any explicitly
defined safe set can be used as part of an implicit approach. The implicit approach allows for the
problem to be solved by taking full advantage of both offline and online resources. Specifically,
finding a larger backup set offline reduces the online computational burden by reducing the
length of the trajectory required to obtain the same operational region; likewise, integrating
backup trajectories over a longer horizon reduces the need to identify large safe sets offline. An
depiction of this tradeoff is illustrated in Figure 6. Generally, for simple systems, the problem
can be solved offline, and as systems become more complex, one must rely more and more on
online simulations.
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Zero-Order and First-Order Methods

Filtering approaches in RTA may be classified into zero-order and first-order methods.
Zero-order algorithms are derivative free. They are typically, though not necessarily, associated
with the Simplex architecture and choosing from a discrete set of possible control signals. For
example, the RTA mechanism may choose between applying the input from the primary control
law udes or a backup control law ub at any time. In this case, one may observe the effects
of chatter; i.e. variations in the output of the RTA mechanism are not smooth with respect to
variations in the initial state or desired input. This may have practical implications to real world
systems. For instance, the action may cause excessive wear to the actuators, on-board components
may experience interruption to their operations, or passengers may observe the intervention as
being more abrupt, resulting in a less pleasant experience (e.g. consider an automobile that only
intervenes through applying the brakes at maximum capacity). These effects may be handled with
various heuristics; e.g. hysteresis, or interpolating between ub and udes as the state approaches
the boundary of the safe operational region. Alternatively, one may turn to a first order method.

First order methods require computing derivatives, and are typically associated with
methods described in the “Active Set Invariance Filtering” section. In this case, the gradient
information is used in a barrier condition, which constrains the set of available inputs to a
subset of admissible and safe inputs. An optimization framework may be used to choose the
input within this set according to some cost function. A common cost specification requires
that the RTA choose the control that is closest (in a 2-norm sense) to the desired input. RTA
filters constructed in this way will have smooth variations in the output signal uact. While this
eliminates the effect of chatter, it introduces added complexity into the problem and generally
requires greater computational resources. The Robotarium is an example explicit ASIF RTA
implementation is discussed further in the sidebar titled “The Robotarium: An RTA Enabled
Remote-Access Swarm Robotics Testbed”

Latched and Unlatched Implementations

RTA systems based on those described in the Section “The Simplex Architecture” activate
a recovery maneuver when the monitor detects that one of the boundary violation conditions
has become active. At this point, the decision logic must specify when to return control to the
primary controller. In an unlatched implementation, the decision logic releases control of the
recovery controller as soon as the boundary violation condition becomes inactive. For example,
an unlatched RTA implementation that switches from the primary control law udes to the backup
control law ub whenever a condition # is satisfied will take the form of a hybrid system as
in (22). Alternatively, a latched implementation will hold its activation state until a separate
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TABLE 1: Classification of RTA Applications in the Literature

Implicit Explicit
spacecraft collision avoidance [27] waypoint tracking cyber-physical system [60]

fixed wing aircraft ground avoidance (Auto-GCAS) [61], [62] advanced flight control systems [63]
Simplex fixed wing aircraft obstacle avoidance [22], [23], [64] lane keeping [65]

safety against LTL specifications [66], [67] aircraft conflict resolution [68]–[70]
collision avoidance for high speed quadrotor navigation [56], [71] decentralized collision avoidance for quadrotors [72], [73]

collision avoidance during lane-changing maneuvers [74] ground robot navigation around obstacles [75], [76]
bipedal walking/ exoskeletons [77] bipedal walking/ exoskeletons [78], [79]

robotic manipulator arms [28] lane keeping [14], [15]
ASIF mobile inverted pendulum (Segway) [54] mobile inverted pendulum (Segway) [80]

rapid aerial exploration of unknown environments [26] robotic grasping [81]
multi-robot systems [82] swarm robotics (Robotarium) [83]–[86]

fixed wing aircraft collision avoidance [87] motorized rehabilitative cycling system [88]

release condition is met. The release condition may for example consist of following the backup
trajectory for some fixed amount of time, bringing the system to a particular configuration, or
having a human operator return control after assessing the problem. Auto GCAS is an example
of a temporary latched system that holds the maneuver until the aircraft is on a collision free
course [61]. Other implementations of latched RTAs may require a system reset before switching
back, such as a computer reset supervised by a human operator. Note that this requires that the
decision logic remember the current activation state.

Properties and Systems Engineering Considerations for Run Time Assurance Design

While it is convenient to treat safety as a binary “safe” or “unsafe” property, safety is
often a complex weighting of risk among primary and secondary safety constraints. This section
provides a few definitions of design considerations for incorporating RTA solutions into the larger
control system. In practice, RTA system design ultimately relies on domain-specific knowledge to
achieve acceptable performance. However, there are common safety and performance properties
of good RTA designs. In order to keep the system safe, the RTA mechanism must select control
inputs that are innocuous and viable. In addition to safety, the performance of the RTA may be
evaluated by its adherence to a nuisance free property.

Innocuity

Ideally the entire state of the system is contained in one vector x and the entire constraint
set can be explicitly defined in a set CA. However, in practice this is rarely the case. Instead, RTA
decisions are not solely based on system dynamics, but must factor in the states of interacting
subsystems, human interactions, fault management, or interlock condition management. Innocuity
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is the property that each component of the design has no unacceptable impact on the larger
system design [89]. Innocuity of RTA systems implies the selected control action does not have
unintended behavior, such as causing a violation of a secondary safety constraints. An interlock
is a set of two mutually exclusive states such as mechanisms that prevent elevator doors from
opening when the elevator is in motion, or that prevent the elevator from moving when the
doors are open. This relationship between RTA-level and system-level constraints may result in
a combination of RTA system modes (described as a finite state machine), if-statements, and
dynamics considerations [90].

For example, in the development of Auto GCAS, the high-level requirements in order of
precedence were to do no harm, do not interfere, and prevent collisions [61], [91]. The “do no
harm” and “do not interfere” requirements in Auto GCAS are examples of innocuity properties.
These requirements don’t directly define the RTA response, but describe special considerations
to prevent unintended consequences of the RTA design. This requirement ordering might seem
counter-intuitive, as one might expect preventing collisions to be the top priority of a collision
avoidance system. However, this order of requirements proved critical in acceptance of the system
[92]. To give a little more insight, selected generalized, conceptual requirements for Auto GCAS
are presented below and divided here in terms of “do no harm,” “do not interfere,” and “prevent
collisions.” The “prevent collisions” requirements are typical of what is generally considered an
RTA requirement. However, the “do no harm” and “do not interfere” requirements describe how
the RTA system should operate in the context of the aircraft control system that interacts with
human operators, experiences failures, and has a defined set of interlock conditions.

Do No Harm

• The automatic recovery shall not cause harm to pilot, aircraft, or components.
• The automatic recovery maneuver shall not place the aircraft in an uncontrollable state.
• The pilot shall be able to interrupt a maneuver.
• The pilot shall be able to manually engage a maneuver.
• Subsystem monitors shall determine if a failure exists and be provided to Auto GCAS.
• Auto GCAS shall not activate an automatic recovery maneuver if a failure of a subsystem

supporting Auto GCAS exists.
• Auto GCAS shall leave the failed mode state if a failure does not exist.
• The automatic recovery maneuver shall not activate during aerial refueling.
• The automatic recovery maneuver shall not activate when the aircraft has an excessively

high angle of attack.
• The automatic recovery maneuver shall not activate when the aircraft velocity is too low.
• Auto GCAS shall inform the pilot if the aircraft speed is too low for the automatic recovery
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maneuver.

Do Not Interfere

• The automatic recovery maneuver shall not activate during landings.
• The pilot shall be able to turn the system off.
• The pilot shall be able to select the protection level.
• Auto GCAS shall notify the pilot when the automatic recovery maneuver initiates and

terminates.
• The system shall record data about each automatic recovery maneuver activation.
• The Digital Terrain Elevation Data used by the system shall have a resolution and accuracy

that supports safe and nuisance free operation.

Prevent Collisions

• The system shall conduct an automatic recovery maneuver when the projected recovery
trajectory intersects the terrain profile contour with buffers.

• The system shall terminate an automatic recovery maneuver as soon as it is determined that
the aircraft will clear the terrain threat.

• The recovery maneuver shall consist of a roll to wings level and a pull up.

Systems engineering, computing hardware availability, and human-machine interaction
all require practical considerations that play important roles in imparting secondary safety
constraints on RTA designs. From a computing hardware standpoint, assuming availability of
high performance computing may not be valid. In some domains, design constraints such as
size, weight, and power coupled with vibration and radiation tolerance limit the processing and
memory of computing hardware onboard the dynamical system. In these cases simpler RTA
solutions may be favored over optimal solutions. An example of this occurs in aviation, where
RTA designs are expected to be backwards compatible with older aircraft, and simple approaches
may be to climb, descend, or turn right or left at a specified rate [93]. Additionally, when the
automated backup control of the RTA systems impact human operators, humans trust an easily
understood maneuver consistent with human training, expectations, and preferences [94]. For
Auto GCAS, familiarity of the roll to wings level and pull maneuver and its consistency with
pilot training and behavior resulted in strong positive perceptions of the system [92].

Viability

Viability ensures the selected control action does not eliminate availability of a safe action
downstream, i.e. the RTA mechanism will always be able to identify a safe input in the future.
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This concept is formalized in Figure 3, where the green area under the curve describes maximum
velocity for any distance from the obstacle. One way to ensure viability in an implicit RTA
design approach is to define a limited set of pre-determined recovery actions. Simple, pre-defined
recovery responses can be pre-verified for use, reduce online computation burden, and make the
RTA system more easily understood and trusted by a human operator [94]. In Auto GCAS, rather
than optimizing a trajectory for each specific collision avoidance scenario, a predefined set of
verified maneuvers was created. In F-16 Auto GCAS, a single roll to wings level and 5g pull
maneuver is conducted [62]. In the Automatic Air Collision Avoidance System (Auto ACAS),
nine different maneuvers are considered [95]. In patented [96] and experimental Auto GCAS
designs for small UAVs [97], lesser capability aircraft [98], and cargo-class aircraft [99], three
or more possible maneuvers may be considered. In the case of multiple maneuvers, one popular
approach that combines viability with nuisance freedom is to engage the last available maneuver
right before it is too late.

Nuisance Freedom

In a nuisance-free RTA system, the constraint set CA and corresponding operating envelope
CS of the primary controller is as large as feasible. Other ways to describe this property is that
the RTA should be minimally invasive and should not interfere with the primary function of
control system udes unless absolutely necessary. In Auto GCAS, a collision avoidance maneuver
is considered nuisance-free if it occurs after an aware pilot would have maneuvered to avoid a
collision. To formally define nuisance-free operations, a time available metric described zero time
available as the point where an activation would just barely scrape the ground, and increasingly
positive time available would result in maneuvers at greater altitudes above the terrain. To assign
a value to an acceptable time available activation range, a 1995 study measured when pilots felt
an aggressive recovery should be activated to avoid a collision [61], [91]. Pilots flew towards
the ground at a variety of dive angles, bank angles, air speeds, and load factors and activated
a recovery maneuver when his or her comfort threshold was met. After each run, the pilots
rated the timing of the recovery initiation, their anxiety level during the maneuver, and the
precision/aggressiveness of the maneuver for each run. Based on this information a 1.5 second
time available design criteria was identified, and collision avoidance maneuvers that activated
with less than 1.5 seconds time available were considered nuisance-free [61], [91].

More generally, the number of RTA activations, magnitude of the response, activation
timing, and size of the safe set can be use to compare nuisance criteria across different RTAs.

• In many scenarios, the RTA should not come on often because activations interrupt the
primary mission. An RTA activations metric tracks the number of seconds or discrete time
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steps that a recovery maneuver is in control. This metric allows comparing different RTA
approaches as it provides a measure of relative conservatism of various RTA solutions in
the presence of the same, possibly faulty primary controller.

• The RTA should ideally not impart a large change in control, measurable via a control
magnitude metric.

• An RTA invasiveness metric describes whether the RTA activates appropriately when near
the safety constraint boundary, while refraining from activating when far from the allowable
boundary. A variety of application-specific measurements of this may be applied, such as
the time available metric in Auto GCAS.

• An RTA safe set size measures of the volume of the safe set CS. The larger the volume, the
more space the primary controller has to operate optimally, and the less invasive the RTA
is. Different RTA approaches may be more or less conservative, which impacts the size of
CS.

Run Time Assurance Integrity Monitoring

Recognizing and accommodating failures that could impact an RTA system is a critical
element of RTA design. The failures could come from inside the RTA system or from externally
provided information that the RTA uses to make a response decision. Possible software checks
include monitoring for missing “heartbeat” signals from components and “reasonableness checks”
that ensure incoming data are within a reasonable range of values [97]. For example, a failure of
the inertial navigation system should not allow Auto GCAS to roll inverted and pull down into the
ground instead of pulling up to avoid a collision [61]. Auto GCAS uses System Wide Integrity
Management (SWIM) hardware and software tests used to mitigate single-point-of-failure risks
[61], [95], [100].

Human Interaction with Run Time Assurance Systems

When designing RTA systems, it is important to consider the interaction of the system with
human operators. While the topic of human-machine interaction can swell quickly, this article
focuses on a few key design considerations in RTA.

Variable Risk Tolerance and an “Off Switch”

One of the challenges of developing an RTA system is the need to balance nuisance-
freedom with the risk tolerance of a particular task or operator. Adding the ability to tune risk
corresponding to safety buffers or other factors facilitates flexibility and acceptability of the RTA
in operational use. For example, Auto GCAS features two pilot selectable modes that enable
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variable risk tolerance: a “norm” mode with adequate safety buffers for most cases, and a “min”
mode which minimizes buffer size for nuisance-free low-level flying at the trade-off of reduced
protection [61], [91]. In addition, the ability to turn the system off was an important feature that
engendered pilot trust [92].

Transparency and Trust

The primary basis of trust in automation comes from dependability and predictability
[101]. However additional factors with a measurable impact on human trust include the past
performance (e.g. system pedigree or heritage), simplified and understandable performance,
system intent, and reliability [94]. In Auto GCAS transparency comes through pilot training
before operations and through visual indicators on the aircraft’s head-up-display (HUD) [92],
[102]. A discussion of the difference between safety, security, and reliability is provided in the
sidebar titled “Safety, Reliability, and Security.” Reliability is important for human trust in RTA
systems as humans initially assume that machines are perfect and any errors rapidly deteriorate
trust [103]. Knowledge of Auto GCAS’s 98% reliability increased test pilot trust of the system
[92].

Missed Detections and False Alarms

It is important to consider an acceptable rate of missed detections and false alarms in the
design of an RTA system. Missed detections are a failure of the monitor to detect an imminent
safety violation. For example, if Auto GCAS fails to detect an imminent collision with terrain, it
could lead to loss of life and the aircraft. False alarms occur when the RTA monitor believes the
system is entering an unsafe state, when in reality no safety violation is imminent. False alarms
erode confidence in the RTA system. For example, during psychological study on the development
and deployment of Auto GCAS, one pilot indicated that a single false fly-up (automatically
maneuvering to avoid the ground when there was no imminent collision) would likely cause
pilots to turn the system off and lose the protection it provided [61], [91]. Developing pilot trust
in Auto GCAS hinged on its nuisance avoidance criteria, i.e. keeping the number of false alarms
very low [102].

In statistical hypothesis testing, missed detections and false alarms are Type I and Type II
errors. Hypothesis testing is a formal technique to verify that a system meets a specification or
requirement [104]. A hypothesis can have two possible outcomes: a null hypothesis H0, such as
a collision is not imminent, and an alternative hypothesis H1, such as a collision is imminent.
As summarized in Table 2, a Type I error is a false alarm (i.e. activate ub when not near the
constraint boundary @CA), while a Type II error is a missed detection (i.e. failing to activate
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ub near @CA, resulting in a departure from the safe set. When considering a collision avoidance
system for example, a Type I error occurs when a collision avoidance system maneuvers to avoid
a collision that would not have happened, and a Type II error occurs when a collision avoidance
system does not maneuver to prevent a collision.

TABLE 2: False Alarms and Missed Detections Type I and Type II Errors, with Collision
Avoidance as an Example.

H0 H1

Collision Collision
Not Imminent Imminent

Do Not Reject H0 Type II Error
Correct False Negative

System Decides Missed Detection
Not Imminent � probability

Reject H0 Type I Error
False Positive Correct

System Decides False Alarm
Collision Imminent ↵ Probability

In some systems, like Auto GCAS, the acceptable rates of false alarms ↵ are very low
because of the consequence of an unnecessary interruption of the system mission is high. In
other systems like elevators, the acceptable rate of a missed detection � (not detecting a human
is in the way of the closing doors) would be very low, and false alarms would be more acceptable
(there is almost always an option to take the stairs). During the development of RTA systems,
studies are required to determine acceptable ↵ and � rates.

The Simplex Architecture

Simplex Architecture RTA designs [60], [105]–[107] feature a monitor or watchdog that
watches for imminent violations of safety constraints, and a backup safety controller that provides
a guaranteed safe control output to remedy the unsafe situation. A critical feature here is that
the backup control is applied via a switch, rather than gradually as in ASIF described next. One
way to describe Simplex RTAs is as a hybrid dynamical system [38] described by Eq. (22).
The monitor and safety controller are inserted before the plant as demonstrated in Fig. 7. In
this model, the following functional components describe specific functions and interactions that
may be implemented on one or more physical components:
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Figure 7: Simplex Architecture with a physical plant, a verified safety controller, a verified
decision module and switch, and an unverified complex controller.

• Plant: This functional component is the system under control and could be a spacecraft,
aircraft, boat, car, or other robotic system.

• Primary controller: This functional component is the primary, high performance controller
of the system that may not be fully verified with traditional offline verification techniques.
Depending on the application this could be a human pilot, neural network-based control,
or complex control software.

• Backup Controller: This functional component continuously computes a safe control
response to the state of the plant. For example, in Auto GCAS the safety controller is a
predefined roll and pull maneuver. One school of thought places heavy verification burden
on the safety controller, boundary monitor, and decision logic as a way to certify advanced
controllers that cannot be verified to the current certification standards [108]. Another school
of thought requires no assumptions on the safety or verification of the backup controller.
That is, safety can be guaranteed through online integration of the backup controller, and
the system may revert at any time to the most recently computed safe trajectory. Formal
guarantees are obtainable in both cases.

• Boundary (a.k.a. safety) monitor: This functional component monitors the state of the
plant and the nominal controller for predetermined safety boundary violations. Examples of
boundary violations might be a trajectory prediction that intersects the terrain (indicating
an imminent ground collision) or a control input that would cause excessive acceleration
(risking damage to the structure or components).

• Decision Logic: The functional component takes inputs from all the other components
pictured and determines which control output, complex or safety, to output to the plant.
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Variations on Simplex

Variations on Simplex include nested RTA, multi-recovery RTA, and multi-monitor RTA
designs. Nested RTA designs implement safety controls at each layer of the control architecture
as shown in Figure 8. Multi-recovery RTA designs have multiple reversionary controllers at the

Figure 8: Nested feedback RTA architecture for an Unmanned Aerial System (UAS) plant [109].
In a nested RTA architecture, the inner-loop control law RTA ensures aircraft stability, the
guidance control law RTA ensures safety of commands generated to follow waypoints, the flight
management system RTA checks that the waypoints along the path are safe, and the mission
planning system RTA ensures the safety of task allocations to meet mission goals of the plant. In
each RTA layer, a monitor watches for unsafe conditions and decision logic determines switching
between the primary controller and backup controller.

same level of the control architecture and a switch that considers all possible recovery function
options. The concept is discussed in a recent ASTM standard for the use of RTA in unmanned
aircraft [108] and depicted in Figure 9. The best approach to designing multiple recoveries is

Figure 9: ASTM F3269 RTA architecture with multiple recovery control functions at the same
level in the control hierarchy [108]. An example of this might be an aircraft that avoids collisions
with other aircraft, avoids collisions with the ground, and avoids flying into no-fly zones. Each
of these boundaries are disjoint; however, it is possible that violations of multiple boundaries
could be predicted to occur at the same time.
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an area of active research. One approach is to combine multiple RTA systems as an integrated
solution. For example, the Automatic Integrated Collision Avoidance System (Auto ICAS) [110],
[111] integrates ground and midair collision avoidance into a comprehensive collision avoidance
system. The advantage of this integrated approach is that each system can consider possible
conflicts between boundary violations and select a better solution than either might select on
their own. For instance, in a situation where an aircraft flying close to the ground is on a
collision course with another aircraft, a ground-aware midair collision avoidance system will
filter from the possible maneuvers to select a maneuver that avoids the midair collision while
at the same time ensuring none of those maneuvers will fly the aircraft into the ground. An
integrated solution has the benefit of generating a better solution than either separate system might
otherwise choose. However, this increase in performance also comes at a large increase in cost
and schedule. An alternative multiple recovery controller integration approach is to use an RTA
network architecture where each boundary monitor and recovery controller function is separate
[112]. An example of an architecture with multiple safety monitors and recovery functions is the
Expandable Variable Autonomy Architecture (EVAA) RTA Network [112]. On the one hand,
this modular approach eases verification of each individual component and facilitates quick
integration of new components and upgrades. On the other hand, additional stress is placed on
the verification of the decision module/switching component to determine which action to take
in the case where multiple safety boundaries may be violated at the same time. The EVVA
[112] answer to this challenge is to approach the decision like a human pilot, who responds to
the most critical boundary violation first before moving onto the next violation. A disadvantage
of the modular approach is that it is possible to violate a safety boundary. For instance, if a
ground collision and geofence collision were both imminent, the system might decide to engage
ground collision avoidance to first clear the threat of ground collision before engaging a geofence
controller and violating the geofence boundary. Depending on the scenario, this may or may not
be acceptable. An integrated solution could adjust the boundary of a geofence controller based
on awareness of ground and midair collision avoidance, or could select a collision avoidance
maneuver that also kept the aircraft within the geofence. Multi-monitor RTA designs feature
checks and balances to ensure integrity of the RTA system. These designs may include monitors
beyond a boundary or safety monitor. These monitors may include a failure monitor, an interlock
monitor, and a human supervisor, among others [90]. The failure monitor watches for unreliable
information coming into the RTA such as a failed or stale sensor signal and prevents the RTA
from acting on incorrect state information. The interlock monitor watches for conditions where
it may be safe to compute a backup control solution, but unsafe to engage a maneuver. For
example, an interlock condition might occur when a robotic system is physically connected to
another system and rapid maneuver may result in damage to one or both robots. Finally, there
are many circumstances where a cyber-physical system may be acting with a human teammate
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or under supervision of a human. In these cases, a human supervisor may have roles such as
turning the RTA off, changing the RTA risk or sensitivity level, or manually activating the RTA
recovery control function.

Simplex RTA Safety Monitor Approaches

As discussed previously, approaches may be considered implicit or explicit based on
whether they rely on simulating backup trajectories online. Approaches to the design of a
Simplex-based RTA safety monitor tend to fall in categories of boundary violation (i.e. explicit),
trajectory prediction (i.e. implicit), or reach-tube prediction (i.e. nondeterministic). Boundary
violation monitors activate a recovery controller after a safety boundary has been violated. These
designs often feature a buffer to allow a recovery response time to complete before violating the
actual safety boundary. Trajectory prediction monitors predict the trajectory that the recovery

Figure 10: The RTA “Ameoba” diagram depicts the entire state space X , containing the set of
allowable states CA in purple, a safety buffer region CS2, and a safe zone with without switching
CS1. The trajectory of a primary controller is depicted in red. When the trajectory crosses the
switching condition boundary between CS1 and CS2, the RTA activates the backup controller
and the green trajectory shows backup control to a safe region Cb. Image inspired by [109].

would take if it were to activate and if that trajectory prediction intersects the safe boundary
with a small buffer, the recovery maneuver will activate [113], [114]. Reach-tube-based monitors
study a set of possible future states, arising from uncertainty in the dynamics, and in instances
where this prediction intersects the unsafe set the RTA recovery function will activate to ensure
safety [115], [116].
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Simplex RTA as a Near-Term Certification Path

Within the last five years progress has been made towards developing certification criteria
for RTA [117] based on the Simplex architecture resulting in the publication of the first ASTM
standard for the use of RTA in unmanned aircraft [108]. A second iteration [118] of this standard
opens the door for alternative filtering RTA designs.

Provably Safe RTA with Black Box Backup Controllers

Implicit RTA systems rely on online simulations of a backup controller in order to assess
safety. An important consequence of this architectural choice is that the backup controller need
not be guaranteed to always produce a safe solution in order to guarantee safety of the RTA
system. That is, in the event that the backup controller fails to compute a new safe trajectory at
any time, it can follow the most recently found safe trajectory until it reaches the backup set. In
this sense, the job of the backup controller is to search for and propose candidate safe trajectories.
A monitor can be used to determine whether this candidate trajectory is both feasible and safe.
A practical consequence of this is that high performing black-box controllers can safely be used
to generate backup trajectories. This concept has been used in practice [18] and is thoroughly
explored for the context of Simplex-based systems in [119]. Furthermore, the idea extends to
other methods of RTA. For example, in [54] an ASIF is constructed which utilizes a backup
controller taking the form of a neural network approximation of an optimal control policy.

Canonical Algorithms

Included in this section are a set of canonical algorithms for Simplex-based RTA. In this
case, we consider the deterministic discrete time system,

x(i+ 1) = F (x(i), u(i)) (25)

where x 2 X ✓ Rn denotes the state, u 2 U ⇢ Rm denotes the control input and i 2 Z denotes
the time index. A constraint set is defined as CA ✓ X . It is assumed that a backup control law
ub : X ! U is defined and we let �ub(i; x) be the state of (25) reached at i � 0 when beginning
at state x at time i = 0 and evolving under ub.

The idea behind the algorithms in this section is to assess the safety of a probe step. That
is, at any state xcurr 2 X , whether to accept or reject the desired control input udes 2 U is based
on whether the candidate next state reached under this input xcand := F (xcurr, udes) is safe. In
the first case, an explicit safe set is assumed to be defined. The second case considers an implicit
approach, which relies on online simulations under the backup dynamics. A deterministic discrete
time system is assumed for clarity of the algorithms and their associated guarantees. However, the
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Algorithm 1 Region-Based Simplex Filter (RBSF)

input : Current State xcurr 2 X

: Desired Input udes 2 U

output : Safe Control Input uact 2 U

predefined: Constraint set CA ⇢ X

: Invariant Set CS ⇢ CA
: Backup Control Law ub : X ! U .

1: function uact =RBSF(xcurr, udes)
2: xcand  F (xcurr, udes)

3: if xcand 2 CS then
4: return udes

5: else
6: return ub

algorithms may be adapted to continuous time systems, to multiple backup controllers, latched
implementations, etc.

Explicit Simplex Filter

Algorithm 1 describes an explicit Simplex-based RTA algorithm, the Region-Based Simplex
Filter (RBSF). In addition to a backup control law ub, it is assumed that a safe set CS ✓ CA
is defined such that CS is invariant under ub. The algorithm renders the RTA system forward
invariant in CS. This is apparent through the observations that (i) by nature of the invariance
property, applying ub anywhere in CS will lead to a next state that is still in the set (ii) the
sample step allows for inputs that would cause a departure from CS to be detected and replaced
with ub. In practice, one may choose to add conservatism to the approach by working with any
underapproximation C̃S ✓ CS. The region CS \ C̃S is often referred to as a buffer. A practical
consideration is that the backup controller should locally attract solutions outside of C̃S to C̃S.
That is, it is favorable to ensure that a recovery is possible in the case where the state is perturbed
outside of the safe region. One way to do this is to ensure that all initial conditions in the buffer
will lead to C̃S if ub is applied; e.g. this is the case when CS and C̃S are both sublevel sets of a
Lyapunov function.

Example: Consider the double integrator system described by (6) discretized over a
period of 0.1 s, and consider the constraint set (7). The backup control law udes = �1 renders
the set CS = {x 2 R2 | � 2x1 � x2

2 � 0} forward invariant and it is clear that CS ✓ CA. Figure
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15(a) shows a simulation of the RBSF algorithm with these parameters under the desired control
udes = 1. ⌃

Implicit Simplex Filter

Algorithm 2 describes an implicit Simplex-based algorithm, the Simulation-based Simplex
Filter (SBSF). It is assumed that a backup set Cb ✓ CA is defined such that Cb is invariant under
a backup control law ub : X ! U . No assumptions are made on the structure of ub, it may
come from a closed form control expression, a black box function, an MPC, a motion primitive,
etc. In contrast to the RBSF algorithm, which constrains the system to evolve in the explicitly
defined invariant region, SBSF uses the smaller invariant set Cb as a means to access a larger
implicitly defined invariant set. Specifically, SBSF constrains the system to the safe backward
image of Cb:

CS = {x 2 X |�ub(i; x) 2 CA 8i 2 {0, ..., N � 1}, �ub(N ; x) 2 Cb} (26)

where, �ub(i; x) is the ith point in an N +1 point trajectory obtained from simulating under the
dynamics (25) and backup controller ub. Since CS is forward invariant under ub, the algorithm
renders the RTA system forward invariant in CS. As in the case of the RBSF algorithm, this
becomes apparent from the observations that (i) applying ub anywhere in CS will lead to a state
that is also in CS and (ii) the sample step under udes can reliably be used to detect inputs that
would cause a departure from CS. Conservatism can be added to this approach by using under-
approximations of CA and Cb. Note that the above algorithm assumes a deterministic system and
relies on simulating single trajectories under the backup dynamics. This can be extended to the
nondeterministic case by simulating an overapproximation of the forward reachable set under
the backup dynamics and requiring that Cb is robustly forward invariant.

Example: Consider the double integrator system described by (6) discretized over a
period of 0.1 s, and consider the constraint set (7). The backup control law udes = �1 renders
the set Cb = {x 2 R2 | � x1 � 0, �x2 � 0} forward invariant and it is clear that Cb ✓ CA.
Figure 16(a) shows a simulation of the SBSF algorithm with these parameters under the desired
control udes = 1. ⌃

Example: (From [58]) Consider the system (21) discretized in time to have a 1 s
resolution, and with CA = {x 2 R5 | krk1 � rmin � 0, 1 + 2krk1 � kvk1 � 0} where
r := [x1, x2]T , and v := [x3, x4]T are the relative position and speed vectors respectively. The
backup controller ub is taken as the first input in the solution to a mixed integer quadratic program
(MIQP); solved subject to the constraints that (i) all intermediate points lie in CA and (ii) the
endpoint lies in a set Cb, that is defined from the set of natural motion trajectories lying outside
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Algorithm 2 Simulation-Based Simplex Filter (SBSF)

input : Current State xcurr 2 Rn

: Desired Input udes 2 U

output : Safe Control Input uact 2 U

predefined: Constraint Set CA ⇢ X

: Invariant Backup Set Cb ✓ CA
: Backup Control Law ub : X ! U .

1: function uact =SBSF(xcurr, udes)
2: xcand  F (xcurr, udes)

3: compute: �ub(i; xcand) 8i 2 {0, . . . , N}
4: if �ub(i; xcand) 2 CA 8i 2 {0, . . . , N � 1} AND �ub(N ; xcand) 2 Cb then
5: return udes

6: else
7: return ub

of CA. In this case x 2 CS is true whenever the MIQP has a feasible solution with initial state x.
Figure 11 shows a simulation of the RTA system with a primary controller that is designed to
drive the system to an invariant point along the y-axis. The simulation uses parameters m = 50

kg, n = 0.001027 rad/s, and umax = 0.5 N, rmin = 0.5 km, 1 = 0.5m/s, and 2 = 2n s�1. ⌃

Active Set Invariance Filtering

Active set invariance filtering (ASIF) methods are RTA approaches associated with a class
of first-order, optimization-based algorithms. As with many Simplex-based techniques they are
system agnostic, provably correct, and exhibit a number of robustness properties which make
them attractive in practice. In addition, ASIFs are minimally invasive with respect to the safety
constraints. This results in a smoother and more gradual intervention than with approaches that
rely on switching to backup controllers directly.

This section considers systems of the form

ẋ = f(x) + g(x)u. (27)
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Figure 11: Projected trajectories of a chaser spacecraft relative to a target spacecraft at the origin
under Clohessy-Wiltshire-Hill dynamics, described by (21) over a 2400 s period. For safety, the
chaser spacecraft is required to stay at least 0.5 km away from the target in both the x and
y directions (shown by dashed red lines on the left), and is required to stay below a dynamic
velocity limit (shown by dashed red lines in the figure on the right) where the spacecraft’s relative
velocity must slow down as it gets closer. The chaser spacecraft trajectories without RTA are
grey. The trajectories with a simulation-based Simplex filter RTA are blue when uact = udes, and
red when uact = ub. The backup trajectories (cyan) are shown at 8 s intervals.

When (1) is of the form (27), the dynamics are said to be control affine, and it is assumed
throughout the following that f(x) : Rn ! Rn and g(x) : Rn ! Rn⇥m are locally Lipshitz
continuous in their inputs so that, in particular, solutions to (27) are unique when they exist.
ASIFs are constructed as quadratic programs, where the objective function is typically the l2

norm of the difference between the desired input udes and actual input uact, and where the
constraints on the program, which are known as barrier constraints, take the form BCi(x, u) =

ai(x)u + bi(x) � 0, i 2 {1, ..., N}. The canonical ASIF controller is given below as ASIF-QP:

ASIF-QP

uact(x, udes) = argminu2Uku� udesk22 (28)

s.t. BCi(x, u) = ai(x)u+ bi(x) � 0, i = 1, ..., N (29)
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The ASIF-QP above guarantees system safety with respect to an operational region CS
when the properties #BC

1 and #BC
2 are satisfied by the barrier constraints:

• #BC
1 : if (29) is satisfied then the system is forward invariant in some set CS ✓ CA. i.e.

#BC
1 : BCi(x, u) � 0, 8i 2 {1, ..., N} =) CS is forward invariant (30)

where CS ✓ CA.
• #BC

2 : it is possible to satisfy (29) from any state in the set CS. i.e. 8x 2 CS, 8i 2 {1, . . . , N},

#BC
2 : sup

u2U
[BCi(x, u)] � 0 (31)

The first property ensures that the RTA mechanism will bound trajectories to the set CS, as long
as there exists a feasible input satisfying the barrier constraint. The second property ensures
that for all states in CS, it is possible to find a feasible input that satisfies the barrier constraint.
Since quadratic programs can be solved in such a way that feasible solutions are found whenever
they exist, guaranteeing the existence of a solution is sufficient for ensuring feasibility of the
ASIF-QP. When both properties are satisfied, CS defines a safe set with respect to the ASIF-QP.
Moreover when the barrier constraints satisfying the properties above, the ASIF-QP is minimally
invasive in the sense that the l2 distance between uact and udes is minimized, subject to the barrier
constraints.

As with the case of Simplex, implicit and explicit approaches emerge for ASIF based
on how the safe operational region CS is identified. First, explicit ASIFs are studied. In this
case, CS obtained by identifying a control invariant set explicitly as the super zero level set
of a smooth function. Next, in the case of implicit ASIFs, a control invariant set is identified
implicitly through the trajectories of a backup control law. A more thorough review of explicit
ASIF approaches is provided in [120] and implicit ASIF approaches in [53]. See also [49] for
a review of both implicit and explicit ASIF approaches.

Barrier Constraints from an Explicitly Defined Safe Set

Consider a set CS that is defined as the super zero-level set of a continuously differentiable
function h : Rn ! R, i.e.,

CS = {x 2 Rn |h(x) � 0} (32)

@CS = {x 2 CS |h(x) = 0} (33)

and suppose that 0 is a regular value of h; i.e. the gradient of h does not vanish on the boundary.
The goal is to design a barrier constraint BC(x, u) that satisfies #BC

1 and #BC
2 , and consequently
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makes the set CS forward invariant under the ASIF-QP. One method for ensuring the forward
invariance of CS involves checking subtangentality condition over the boundary of CS. Sometimes
called Nagumo’s condition, this result is as follows: if

Lfh(x) + Lgh(x)u(x) � 0 (34)

holds for all x 2 @CS, then CS is forward invariant for the closed-loop dynamics of (27) under
u(x), where Lf , Lg in (34) denote Lie derivatives of h along f and g, respectively. Informally,
(34) ensures that ḣ(x) � 0 for all x 2 @CS and, thus, any control law u(x) satisfying (34) ensures
the forward invariance of CS when applied to (27).
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Figure 12: Barrier geometry for constraint function h : R2 ! R.

The constraint (34) is not very practical for use directly in an optimization framework as
it is activated exactly on the boundary of CS, which is a region without volume. The solution
presented in [121] is to use similar condition that is active everywhere in CS, and that includes
a strengthening term which relaxes the constraint away from the boundary: for all x 2 CS

Lfh(x) + Lgh(x)u(x) + ↵(h(x)) � 0 (35)

where ↵ : R! R is an extended class 1 function. A continuous function ↵ : R! R is class-
1 if ↵ is strictly increasing and ↵(0) = 0. Since ↵(h(x)) = 0 on the boundary, satisfaction of
(35) implies satisfaction of (34). Hence, (35) implies CS is forward invariant for the closed-loop
dynamics of (27) under u(x). For this reason, an attractive method for constructing the ASIFs
(28)–(29) is to form barrier constraints using

BC(x, u) = Lfh(x) + Lgh(x)u+ ↵(h(x)). (36)

Applying the previous theoretical results, the resulting ASIF ensures the forward invariance of
CS and therefore satisfies #BC

1 , as discussed above.
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In order to satisfy the requirement #BC
2 , the functions h, ↵ must be chosen in such a way

that ensures that there always exists u 2 U satisfying the barrier constraint; equivalently,

sup
u2U

[Lfh(x) + Lgh(x)u] � �↵(h(x)). (37)

must hold for all x 2 CS. Though it is on occasion possible to obtain h, ↵ directly
through intuitive reasoning, satisfying this requirement is accomplished in general through the
computation of a control invariant subset of CA. Specifically, if CS is a control invariant set,
then it is always possible to find a strengthening function ↵(x) such that the viability property
is satisfied [80]. In practice, ↵ often takes the form of a linear or odd polynomial function, and
can to an extent be chosen in a way that shapes the response of the RTA mechanism to have
some desired behavior. For example, a common trade-off that occurs when shaping this function
is in choosing between a more gradual response that activates further inside the safe set, and a
more abrupt intervention activating closer to the boundary of CS. Alternatively, one may bypass
choosing ↵ altogether with a relaxed QP formulation (see [80], [49] for more details). Identifying
a large control invariant subset CS ✓ CA is the key challenge in implementing this method.

Example: Consider the double integrator system described by (6) and the constraint
set (7). A control invariant set is given by the super zero level set of h(x) = �2x1 � x2

2 and
given a class 1 function ↵, the barrier constraint is �2x2(1 + u) + ↵(�2x1 � x2

2) � 0. Note
that 8x 2 CS, ↵(h(x)) � 0 and supu2U [Lfh(x) + Lgh(x)u] = 0, hence the barrier constraint is
viable. ⌃

Example: Consider the dynamics of a spacecraft in unconstrained rotation,

ẋ = J�1(�x⇥ Jx) + J�1u (38)

where x 2 R3 represents the angular velocity, J = diag(J1, J2, J3) 2 R3⇥3 is a diagonal inertia
matrix and u 2 [�1, 1]3. A control invariant set for this system is given by CS = {x 2 R3 |h(x) �
0} with,

h(x) = K � xTJx (39)

for any K 2 R+. The fact that this set is control invariant is made apparent with the observation
that the rotational kinetic energy xTJx is constant when u = 0. Choosing ↵(x) = x the barrier
constraint is rhT (x)ẋ+ h(x) � 0, which simplifies to,

K � xTJx� 2xTu � 0 (40)

It is easy to show that this constraint is viable everywhere within CS. Namely, K � xTJx � 0

everywhere in CS, and one can always find u 2 U such that �2xTu � 0.

⌃
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Algorithm 3 Explicit Active Set Invariance Filter

input : Current State xcurr 2 X

: Desired Input udes 2 U

output : Safe Control Input uact 2 U

predefined: Allowable Set CA ⇢ X

: Invariant Set CS ⇢ CA
: Extended Class 1 Function ↵ : R! R

1: function uact =EASIF(xcurr, udes)
2: solve: (28) subject to the constraint (36).
3: return uact(xcurr, udes).

If there exists an extended class 1 function satisfying (37) for all x 2 X then h(x) is
said to be a control barrier function [120], [122], [123]. Barrier functions were first developed
in the context of nonlinear and hybrid system verification [43], [124], [125]. The idea was first
extended to the RTA problem with quadratic programs in [126], and it was developed more
in [122]. In recent years, there has been a surge in interest in this topic. The theory has been
extended to relax assumptions on smoothness [127], to discrete time [128] stochastic [129]
and nondeterministic systems, and to enforce temporal logic specifications [130] [131] [132].
Likewise, the practicality of the approach is demonstrated in a variety of real world applications,
as shown in Table 1. It is important to note that in order for (36) to depend on the control
input u, the constraint function h(x) must have a relative degree of one; i.e. Lgh(x) 6= 0. Safety
constraint functions with higher relative degrees are addressed in the literature on exponential
control barrier functions [133], and high order control barrier functions [134], [135].

Example: Consider the system ẍ = u with u 2 U = (�1,1) and the constraint
function h(x) = �x1. Note that while actuation is unlimited in this case, it is not possible to
enforce the barrier constraint Lfh(x) + Lgh(x)u � ↵(h(x)) as Lgh(x) = 0. ⌃

Barrier Constraints from an Implicitly Defined Safe Set

As discussed in the previous section, the barrier constraint is viable when it restricts the
system to a control invariant set. If an explicit representation of a large control invariant subset of
CA can be obtained, then with the appropriate choice of ↵, a valid barrier constraint is obtained
through (36). The key idea behind the implicit approach to ASIF [53], [54], [80] is to filter with
respect to an implicitly defined control invariant set. Specifically, given a backup control law ub

and a backup set Cb that is invariant under ub, one can develop barrier constraints that activate
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near the boundary of the safe backward image of Cb; see (17). The idea was first proposed in
[80] and further developed in [53], [54]. A tutorial on the topic is provided in [87], and some
notable applications are listed in Table 1. A key advantage to this approach is that it does not
require the computation of a large control invariant set.

Consider a smooth backup control law ub : Rn ! U and suppose that the constraint set is
given by,

CA := {x 2 Rn |'(x) � 0} (41)

and a backup set Cb ✓ CA is given by,

Cb = {x 2 Rn |hb(x) � 0}. (42)

The safe backward image of Cb is

CS = {x 2 Rn | 8t 2 [0, Tb], '(�ub(t; x)) � 0 ^ hb(�
ub(Tb; x)) 2 Cb}. (43)

where �ub(t; x) is the flow of (27) under ub, evaluated t units of time from x. Given an extended
class 1 function ↵, it can be shown that the following constraints are sufficient for invariance
in CS:

d'(tb; x))

dt
+ ↵('(�(tb; x))) � 0 (44)

dhb(�(Tb; x))

dt
+ ↵(hb(�(Tb; x)) � 0 (45)

for all tb 2 [0, Tb]. The constraint (44) enforces that the points along the backup trajectory stay
in the constraint space CA, and (45) enforces that the endpoint of the backup trajectory stay in
Cb. Expanding the derivative terms yields the implicit ASIF barrier constraints:

r'(�ub(tb; x))D�ub(tb; x)[f(x) + g(x)u] + ↵('(�ub(tb; x))) � 0 (46)

rhb(�
ub(Tb; x))D�ub(Tb; x)[f(x) + g(x)u] + ↵(hb(�

ub(Tb; x))) � 0 (47)

for all tb 2 [0, Tb]. Note that since tb lives in the interval [0, Tb], (46) represents an
uncountable number of constraints. In practice one may approximate the constrained set of
states by numerically integrating (27) forward under ub and evaluating �ub(t; x) at discrete
times tb 2 {0, t1, ..., tN�1, Tb}. It is shown in [53] how the finite set of intermediate constraints
may be tightened in such a way that is sufficient for satisfying the constraints with an infinite
number of trajectory points. One may compute D�ub(tb; x) by integrating along with (27) a
sensitivity matrix Q(tb, x) = D�ub(tb; x). As explained in [136], Q(tb, x) is obtained as the
solution to the following differential equation,

dQ(tb, x)

dtb
= Dfcl(�

ub(tb; x))Q(tb, x) (48)
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Algorithm 4 Implicit Active Set Invariance Filter

input : Current State xcurr 2 Rn

: Desired Input udes 2 U

output : Safe Control Input uact 2 U

predefined: Allowable Set CA ⇢ X

: Invariant Backup Set Cb ✓ CA
: Smooth Backup Control Law ub : X ! U .
: Extended Class 1 Function ↵ : R! R

1: function uact =IASIF(xcurr, udes)
2: compute: �ub(tb; xcurr) 8tb 2 {0, t1, ..., tN�1, Tb} by integrating (27) under ub

3: evaluate: Dfcl(�ub(tb; xcurr)) 8tb 2 {0, t1, ..., tN�1, Tb}
4: compute: D�ub(tb, xcurr) 8tb 2 {0, t1, ..., tN�1, Tb} by integrating (48)
5: solve: (28) subject to the constraints (46)-(47)
6: return uact(xcurr, udes).

with Q(0, x) = In⇥n and where Dfcl(�ub(tb; x)) is the Jacobian of the closed-loop dynamics of
(27) under the control law ub(x), evaluated at �ub(tb; x). In order for this term to be defined, it
is necessary that the control law ub be smooth. As such, it is often necessary to consider smooth
saturation functions for bounding the control law to the admissible domain U .

Example: Considered here is finite-time safety (collision avoidance) for two vehicles
having combined dynamics,
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where x1, x3 denote positions and x2, x4 denote velocities for the vehicles, b1 = 0.1 and b2 =

0.25. The safety constraint is collision avoidance '(x) = x3 � x1 and the constraint set is
CA = {x 2 R4 |'(x) � 0}. To simplify the analysis, finite-time safety is considered, with the
endpoint constraint (47) being omitted. The backup controller ub = [�1, 1]T is integrated over
a 10 s horizon and ↵(x) = 2x. Figure 13 shows the result of a simulation with udes(t) =

[1� exp(�0.1 t), exp(�0.25 t)� 1]T . ⌃
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Figure 13: Simulation of Implicit ASIF algorithm for cooperative collision avoidance of two
vehicles.

Example: Consider the system given by (38) and the constraint set CA = {x 2
R3 |'(x) � 0} with,

'(x) = !2
max � x2

1 � x2
2 � x3

3 (50)

where !max 2 R+ represents the maximum allowable angular speed. It can be shown that this
set is not itself forward invariant in general. The backup control law

ub = tanh((x⇥ Jx)� kdJx) (51)

with kd � 0 is bounded to [�1, 1] and stabilizes system (38) to the origin. Furthermore, it can be
shown that Cb = {x 2 R3 |K�xTJx � 0} is invariant under ub(x) (see from previous example
that this is invariant under the control law u(x) ⌘ 0). The largest ellipsoid of this form that is
contained in CA is obtained by choosing K = !2

max/min(J1, J2, J3).

Figure 14 shows an illustration of the filtered trajectory under the (unsafe) primary
controller ud(x) = [sin( t2), sin(

t
2 �

⇡
4 ), sin(

t
4 + ⇡

4 )]
T and with !max = 1m/s, kd = 1,

J1 = 12 kgm2, J2 = 12 kgm2, J3 = 5kgm2 and the backup horizon tb 2 {0, 0.05, ..., 3}.
The trajectory is colored blue where udes = uact and red where the RTA mechanism is active. ⌃

Additional Design Considerations

Recall that when the properties #BC
1 and #BC

2 are satisfied, a set CS is forward invariant under
the RTA control law uact given by the ASIF-QP. While guarantees exist under the assumptions
of the model, and indeed the formulations presented exhibit some robustness properties, it is
desirable in practice to consider the behavior of the system in the case where an unmodelled
effect perturbs the state outside of CS. A simple solution is to make CS a locally attractive set by
switching to a stabilizing backup controller whenever x 62 CS. Alternatively, for explicit ASIF,
if h is a concave function, then the barrier constraint will cause uact to attract solutions to the
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Figure 14: Simulation of implicit ASIF algorithm for spacecraft angular velocity dynamics. The
constraint set CA is represented by the purple sphere, the backup set Cb is represented by the
blue ellipsoid. The surface of this ellipsoid has constant kinetic energy. The bottom right plot
projects this information into normed space, and the top right plot shows the desired and actual
control values.

interior of CS whenever the ASIF-QP is feasible. A backup controller should be present for
the case where a feasible solution is not found. While outside of the scope of this article, it is
interesting to note that attracting solutions outside of CS to CS doesn’t necessarily correspond to
the best response of the physical system. For instance [137] (Section V.B) presents a method
for minimizing a function of damage in the presence of an inevitable collision.

Discussion and Comparison of Approaches on Double Integrator System

Figure 16 shows a comparison of the four algorithms presented in this article on the double
integrator system given by (6) with u 2 [�1, 1], CA = {x 2 X | � x1 � 0}, and a controller
update period of 10 Hz. For the case of the Simplex algorithms, the continuous dynamics are
discretized to fit this period. The simulations begin at state x(0) = [�1.75, 0]T and have desired
input udes = 1. Here it can be seen that both Simplex-based algorithms exhibit near identical
behavior, and likewise both ASIF algorithms exhibit similar behavior. In spite of the implicit
methods lacking explicit knowledge of the boundary, all cases exhibit similar operational regions.
Note that the backup trajectory under the implicit Simplex filter violates the safety constraint.
This is by design, as the trajectories are integrated forward after taking a theoretical probe step.
A buffer could be added to the switching region to assure safety. The ASIF approaches are
slightly more conservative due to the presence of the ↵ term in the barrier constraints. This

44



((a)) The explicit simplex filter switches from primary control to filtered control according to Algorithm 1.

((b)) The explicit active set invariance filter offers a more gradual intervention that solves a quadratic program
to minimize the difference of the actual control signal from the desired control signal of the primary controller,
while assuring safety according to Algorithm 3.

Figure 15: Comparison of explicit run time assurance algorithms on double integrator system
(6) with constraint set (7) and U 2 [�1, 1]. The viability kernel is shaded green, collision states
are shaded red, and the inevitable collision states are shaded purple. In the figures on the left, x1

represents distance to the collision state boundary, x2 represents velocity relative to the collision
state boundary, the state under the desired control from the primary controller is blue, the state
under the filtered control is red, and safety constraint boundaries are green. Figures on the right
show the actual control output of the filtered signal.

function may be modified to shape the response.

While the Simplex and ASIF methods are most distinctive in terms of behavior, the implicit
and explicit methods are most distinctive in terms of requirements. For instance, the key challenge
in using the implicit methods in the design of the backup controller and the identification of the
backup set. Once these have been identified the it is relatively straightforward to implement either
approach. Likewise, the key challenge in implementing the explicit algorithms is identifying an
invariant set. Importantly, the explicit ASIF approach is the only algorithm that does not require
any backup controller to be defined.
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((a)) The implicit simplex filter switches from primary control (full acceleration) to a backup control (full
deceleration), as predicted by the path of the system under the backup control according to Algorithm 2.

((b)) The implicit active set invariance filter computes a backup trajectory by integrating under a backup control
law and solving the quadratic program under implicit barrier constraints according to Algorithm 4.

Figure 16: Comparison of implicit run time assurance algorithms on double integrator system
(6) with constraint set (7) and U 2 [�1, 1]. The viability kernel is shaded green, collision states
are shaded red, and the inevitable collision states are shaded purple. In the figures on the left, x1

represents distance to the collision state boundary, x2 represents velocity relative to the collision
state boundary, the state under the desired control from the primary controller is blue, the state
under the filtered control is red, implicit backup trajectories are cyan, and safety constraint
boundaries are green. Figures on the right show the actual control output of the filtered signal
versus simulation time.

Assurance in the Presence of Uncertainty

While CPS may be modeled using dynamical systems as in (1)–(2), real world systems
rarely —if ever— obey the dynamics of their model precisely. Furthermore, deterministic models
do not capture the effects of external disturbances, which are universal in real-world systems.

One way to address model error is to construct a higher fidelity system model, i.e. a
higher order parameterized model that can be tuned in system identification. However, producing
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higher fidelity modes can become an exhaustive procedure and can be unfruitful when a newly
suggested complex model performs less accurately in comparison to its simpler predecessor.
These hindrances have attracted the attention of numerous fields of study, e.g. , robust control
[138], Sim2Real [139].

A second way to address model error and external disturbances is to construct a
nondeterministic system model, i.e. a dynamical model that accounts for environmental, internal
disturbances, errors, by incorporating one or more noise terms. In continuous-time, one such a
model is represented by

ẋ = f(x) + g1(x)u+ g2(x)w, (52)

where x 2 X and u 2 U maintain their definitions as the system state and control input, and
where now the term w(t) 2 W ⇢ Rp is included to represent a bounded nondeterministic input
signal to the system. Employing a nondeterministic system model as in (52) reduces the design
burden involved in forming an accurate representation of real world phenomena. When designed
correctly, a nondeterministic model will in general describe the real world behavior accurately.

This section presents run time assurance mechanisms in the context of uncertain systems, as
in (52). First, an explicit RTA formulation is presented in which robust control barrier functions
are employed to assure system trajectories evolve in a given safe set. Next, an implicit solution
to this problem is presented, where run time safety is assessed through the online computation
of a reachable sets.

Explicit Run Time Assurance for Uncertain Systems

In this setting of (52), an ASIF provides a control policy uact that renders a given safe set
CS = {x 2 X |h(x) � 0} forward invariant, regardless to disturbance input w(t) chosen. For
this reason, ASIFs are naturally constructed from robust control barrier functions, as discussed
next.

Robust control barrier functions extend the general barrier function theory presented above
to the nondeterministic setting of (52). A continuously differentiable function h : Rn ! R is a
robust control barrier function for (52) if there exists a class- function ↵ : R ! R such that
for all x 2 CS := {x 2 X |h(x) � 0} there exists a u 2 Rm satisfying

BC(x, u, w) = Lfh(x) + Lg1h(x)u+ Lg2h(x)w + ↵(h(x)) � 0 (53)

for all w 2 W , where Lfh(x), Lg1h(x) and Lg2h(x) are naturally taken to be the lie derivatives
of h along f , g1 and g2. The barrier constraint (53) is a linear inequality on the variable u for
any x 2 Rn and any w 2 W , and when a candidate controller udes(x) satisfies (53) for all x 2 CS
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and all w 2 W , the set CS will be robustly forward invariant for the closed-loop dynamics of
(52) under udes.

When instead udes(x) does not satisfy (53), an ASIF can be employed to assure the forward
invariance of CS. One such filter, given below as RASIF-QP, is posed as quadratic program where
the constraints in this program are constructed from (53).

RASIF-QP

uact(x) = argmin
u2U

||u� udes(x)||22 (54)

s.t. Lfh(x) + Lg1h(x)u+ Lg2h(x)w + ↵(h(x)) � 0

for all w 2 W
(55)

When h is a robust control barrier function for (52), the RCBF-QP is always feasible and
the set CS is robustly forward invariant for closed-loop dynamics of (52) under uact. However,
this program contains an infinite number of linear constraints and, thus, is not always practically
implementable. In the special instance where the disturbance set W is a polytope, the program
RCBF-QP can be reduced to include only a finite number of linear constraints. Assume, for
instance, that

W = Conv{w1, · · · , wq} (56)

for some w1, · · · , wq 2 Rp, where Conv denotes the convex hull operator. Then an explicit ASIF
is constructed using

RASIF-QP (polytope W)

uact(x) = argmin
u2Rm

||u� udes(x)||22 (57)

s.t. Lfh(x) + Lg1h(x)u+ Lg2h(x)w + ↵(h(x)) � 0

for all w 2 {w1, · · · , wq}
(58)

and this program contains only q linear constraints.

48



Implicit Active Set Invariance for Uncertain Systems

In this section, an implicit RTA formulation is introduced for the nondeterministic setting
of (52). As in the case of deterministic systems, the implicit ASIF allows the system to leave the
safe set CS when safety is verified a priori via the assessment of a known safe backup control
policy.

In the deterministic setting of (27), the safety of a given state x 2 X with respect to
the backup controller ub is assessed via a system simulation; however, in the nondeterministic
setting of (52), it is necessary to assess the effects of the disturbance, perhaps through, e.g. ,
computing reachable sets [67], [140], [141]. For initial set A ✓ X and time t � 0, the time-t
reachable set of (52) under ub is

R(t;A) :=
�
�ub(t; x,w) 2 X

�� x 2 A, w : [0, t)!W
 

(59)

where �ub(t; x, w) denotes the state of (52) reached at time t when beginning at state x 2 X

at time 0 and evolving subject to the backup control input ub and the disturbance signal w :

[0, t] ! W . In particular, an implicit ASIF ensures R(Tb; x) ✓ Cb for all states x along the
system trajectory, where Tb � 0 maintains its definition and function as the horizon time of the
backup controller.

In general, it can be difficult to compute reachable sets in closed form. However numerous
efficient computational methods exists for over-approximating reachable sets, with computational
speeds suitable for, e.g. , computing reachable sets in the control-loop and enforcing safe
behavior online from these predictions [140]–[143]. Of particular interest to this work, the mixed
monotonicity property of dynamical systems can be applied to compute a hyperrectangular over-
approximation of R(t; x) using a single simulation of a related 2n-dimensional deterministic
embedding system; a technique that have been applied in domains including transportation
system [144], and biological systems [145]. Further details on the mixed monotonicity property
are provided in the sidebar titled “Mixed Monotonicity for Efficient Reachability” in this work.

In the remainder of this section, we present one possible implicit ASIF construction,
where over-approximations of reachable sets are computed online using the mixed monotonicity
property. The basic idea is as follows: when the system is at state x, the ASIF computes
a hyperrectangular overapproximation of R(Tb; x) using the mixed monotonicity procedure.
A barrier condition is then enforced for each vertex of the approximation, as to ensure
R(Tb; x) ✓ Cb for all states x along the system trajectory. In this way safety is ensured. Specific
details are as follows.

For a finite set S ⇢ R, and some fixed parameter p > 0, the Log-Sum-Exponential (LSE)
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of S is given by

LSE(S) = �1

p
log

X

s2S

exp(�p · s). (60)

The LSE has several useful properties: namely, LSE(S, p) is differentiable with respect to the
elements of S , and LSE(S, p) approximates minS , i.e.,

minS � n

p
log 2  LSE(S, p) < minS (61)

for all p > 0, and this approximation can be made arbitrarily tight by choosing p large enough. We
use the LSE, in this section, to approximate the minimum evaluation of h over a hyperrectangular
subset of the statespace. Define the following:

LSEh(a) := LSE( {h(z) | z 2 hhaii }, p) (62)

�(t; x) := LSEh(�
E(t; x)) (63)

 (x) := sup
0⌧Tb

�(⌧ ; x) (64)

where hhx, yii in (62) denotes the set of 2n corners of a rectangle [x, y] and is given by

hhx, yii := {z 2 X | zi 2 {xi, yi}}. (65)

From the above definitions we have that  (x) � 0 when there exists a t 2 [0, Tb] so that
[�E(t; x)] ✓ Cb and in this case R(Tb; x) ✓ Cb as Cb is assumed robustly forward invariant
for (52) under the backup controller ub. Thus, an implicit ASIF for (52) is constructed using
Algorithm 5. See [140], [142], [143] for further details.

Verification of Run Time Assurance Algorithms and Architectures

A key question in trusting RTA systems is “who checks the checker?” In many applications,
RTA systems serve a safety critical role and therefore must be rigorously verified. One can
imagine a second RTA to check the RTA, and another third to check that RTA until it is turtles
all the way down. Proponents of the Simplex architecture advocate simple switching logic and
preplanned backup control actions that reduce the verification burden [108]. Other approaches
may rely on mathematical proofs for verification [146]. Nearly all approaches see the RTA as a
modular component within the closed-loop control system that can be verified sub-component.
It is worth noting that this verification can be done on the algorithms or the actual software
implementation. This section focuses on verification of RTA algorithms and architectures in the
early design phases using formal and compositional reasoning.
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Algorithm 5 Implicit ASIF for Nondeterministic Control Systems

input : Current State xcurr 2 X

: Desired Input udes 2 U

output : Safe Control Input uact 2 U

predefined: Constraint set CA ⇢ X

: Invariant Set CS ⇢ CA
: Backup Control Law ub : X ! U .

1: function uact(x) =ASIF(xcurr, udes)
2: compute:
3: u⇤ = argminu2Rm ||u� udes||22
4: s.t. @ 

@x (xcurr)(f(xcurr) + g1(xcurr)u+ g2(xcurr)w) � �↵( (xcurr))

5: 8w 2 hhw, wii
6: if Program feasible then return u⇤

7: else return ub(xcurr)

Formal Specification and Analysis of RTA System Requirements, Architecture and Design

Formal methods tools from computer science for automated verification of hardware and
software [147] can be brought to the problem of verifying RTA. In addition to the ability to
verify software implementations, formal methods can be used to aid in modeling and automated
analysis of algorithm and decision logic with mathematical rigor. At one level, Lyapunov proofs
can be used to guarantee safety of control systems. Formal methods can supplement these proofs,
or perhaps be used where Lyapunov proofs do not exist. Three goals of formal methods are
specification, analysis, and synthesis.

Formal specification facilitates a common, unambiguous understanding of the system
between users, designers, programmers, and testers. “Specification is difficult, unglamorous,
and arguably the biggest bottleneck facing verification and validation of aerospace, and other,
autonomous systems” [148]. RTA systems and formal specification and analysis have been
applied successfully in a variety of applications [60], [63], [66], [97], [106], [107], [149]–[161].
Formal RTA requirements specifications have also been developed and analyzed [162]–[164].

Formal analysis helps to find errors and increase reliability of the system. Formal analysis
can be divided [165] into axiomatic (e.g. . Hoare logic [166], theorem proving [167]), semantic
approaches (e.g. . model checking [147]), and static analysis methods (e.g. . abstract interpretation
[168]). Many formal analysis approaches focus on the satisfiability modulo theories (SMT)
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where sets of variables are substituted with binary-valued functions of non-binary values called
predicates [169]. An example predicate is an inequality that is evaluated as true or false, such as
x+y  c with variables x and y, and constant c. These predicates can be combined in a variety of
logics such as first order and temporal logics such as linear temporal logic (LTL), computational
tree logic (CTL), timed computational tree logic (TCTL), metric temporal logic (MTL), and
signal temporal logic (STL) [147], [170]–[172]. Formal verification of linear temporal logic
specifications has been applied to PID attitude control of spacecraft [173], a Simplex RTA
system for spacecraft attitude [160], [174], [175], switching logic for automatic maneuvering
[161], an LTL specification monitor automaton [67], and many other applications.

Formal synthesis integrates formal methods into the development process to convert a
design to implementation with some level of automation. While many controller designs are
synthesized in some fashion, formal synthesis typically involves automatic generation of a
controller, or a run time assurance filter from formal specifications [176].

Compositional Verification

Compositional verification, sometimes referred to as a “divide and conquer” approach to
verification [177], helps to verify or test portions of algorithms or systems architectures separately
and then make conclusions about the system as a whole. This verification approach is helpful
in modern engineering practices where engineering tasks are divided over large teams [178].
Compositional verification includes statements such as: if property p1 for subsystem A and
property p2 for subsystem B both hold, it implies property p holds for the entire system. A
compositional verification approach can be used to apply formal methods to verify components
of an RTA system, especially in Simplex-based RTA systems where multiple simple components
(monitors, backup controllers, and switching functions) work together to ensure safety [66], [90],
[160], [174], [175], [179].

Compositional verification often relies on assume-guarantee reasoning of the architecture
[180] or the hybrid switching [181]. Assume-guarantee contracts make guarantees on the output
of a component based on assumptions about the input. Assumptions are expectations that a
component has about it’s environment, while guarantees are behavior properties provided by the
component. Verification techniques are applied to individual components with explicit, formal,
assumptions and guarantees, as depicted in Figure 17.
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Figure 17: Depiction of assume-guarantee reasoning for an automatic collision avoidance system,
were assumptions properties are guaranteed by a component based on assumptions about their
environment. Guarantees on the output of one component translate to assumptions on the input
of another component until larger properties of the overall system are proven.

Conclusions

RTA Systems are growing in popularity as a way to assure safety by altering unsafe
control inputs from a primary controller. The assurance mechanism of RTA systems is constructed
agnostic to the underlying structure of the primary controller, whether the primary control comes
from a human operator, an advanced control approach, or an autonomous control approach. By
effectively decoupling the enforcement of safety constraints from performance-related objectives,
RTA offers a number of useful advantages over traditional (offline) verification.

This article provided a tutorial on developing RTA systems with particular emphasis on
implicit and explicit safety definitions as well as Simplex architecture and active set invariance
filtering RTA approaches. Implicit (or trajectory-based) safety definitions computed finite-
time trajectories under a backup controller online, while explicit (or region-based) approaches
identified trusted regions offline via the construction of either a large forward invariant or
control invariant set. Simplex Architecture RTA designs monitor for imminent violations of
safety constraints, and switch from the primary controller to a backup controller when an
imminent unsafe condition is detected. By contrast, backup control intervenes gradually in ASIF
approaches, rather than with a hard switch.

Given the increasing complexity of modern control systems, RTA in its various forms is
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one tool to assure safety and a potential path to certification in safety critical domains.

Sidebar: Run Time Assurance

Run Time Assurance (RTA) systems guarantee safety of increasingly complex and
intelligent control system designs by monitoring the state of the system and intervening when
necessary. RTA acts as a safety filter that sits between the primary controller and the plant
to assure the state of the system adheres to safety properties. The design of the RTA safety
mechanism is decoupled from the design of the primary controller, allowing for RTA to focus
on safety while the primary controller optimizes performance. Historically, verification techniques
for novel control approaches trail years to decades behind the development of the approaches
themselves [66]. RTA provides a path to introduce the use of these advanced controllers faster,
even in safety-critical applications. This article provides a tutorial on many ways to design RTA,
including explicit and implicit monitoring, Simplex and Active Set Invariance Filter (ASIF)
intervention approaches, and uncertainty with a variety of examples. Explicit monitors define
forward invariant or control invariant safe sets offline that are enforced online at run time,
while implicit monitors project the a finite-time trajectory of a backup controller online. Simplex
interventions switch from the primary controller to a backup controller, while ASIF interventions
gradually optimally modify the control signal subject to safety constraints. A conceptual and a
mathematical description are provided for each. Where possible, the Automatic Ground Collision
Avoidance System (Auto GCAS), an implicit Simplex RTA design, is used as an example to
illustrate several RTA concepts. The article assumes an introductory understanding of control
theory and state space concepts.

Sidebar: RTA Aliases

RTA provides a conceptually simple and highly effective approach to enforcing safety
constraints that has frequently been explored, utilized, and independently reinvented in a wide
variety of areas. As such, RTA and its applications go by many names in the literature, including:
active set invariance, active collision avoidance, advanced driver assistance, active safety, safety
filtering, emergency braking, sandboxing, conflict resolution, and constraint-based planning. The
primary controller goes by several names in the literature including advanced controller [182],
advanced system [41], experimental control module [152], baseline controller [152], unverified
controller [174], [183], nominal controller [184], complex subsystem [154], [183], and complex
controller [60]. Finally, the backup controller goes by many names in the literature, including
the recovery mechanism, reversionary controller [182], reversionary system [41], safety control
module [152], verified controller [174], backup controller [184], safety remediation controller
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[154], recovery controller [61], [108], [159], [183], and safety controller [60].

Part of the different naming conventions comes from the different intentions and the
resulting implementation of the RTA intervention, which are grouped here as: recovery and
reversionary controllers. Recovery Controllers intervene in emergency situations and return
control authority to the primary controller as soon as possible. Recovery controllers are not
intended to perform the wide range of tasks a dynamical system is designed to perform, but
instead focuses solely on recovery maneuvers from an unsafe condition (e.g. collision avoidance,
adherence to keep out zones, or maintaining state limits). By contrast, reversionary controllers
detect inappropriate behavior of the primary controller and revert to a simpler, verified controller
to complete the rest of the tasks. The reversionary controller may sacrifice performance for
assurance. This article focuses on the design of recovery controller-based RTA systems.

Sidebar: Shielded Learning

No discussion of RTA for complex and autonomous control systems would be complete
without discussing the emerging challenges of using machine learning, and in particular,
reinforcement learning (RL), where a dynamical system learns from experience collected over
many episodes [185]. The use of RL has attracted attention for its ability to tackle complex tasks
with high-dimensional state spaces by world experts in Go [186], [187] and StarCraft II [188].
In addition, it is becoming popular in robotics research to operate in unknown environments and
learn state representations for many tasks [189]. Both control theory and RL share a common
concept of a system state (usually x 2 X in control theory and s 2 S in RL). A control
input (u 2 U in control theory) is formulated as an action a or A 2 A in RL, and the actions
are determined by a policy (i.e. controller) that maps states to actions. State-action sequences
(S0, A0, S1, A1, ...Sn, An) are called trajectories in RL. Both fields have a notion of partial
observability. A measurement y may come from sensors in control theory, or an observation
O in RL may be used to estimate the system state (e.g. . x̂ 2 X ). In control theory, a controller
is optimized to minimize a cost function, while in RL, a policy is optimized to maximize a
reward function. In both control theory and RL, dynamics describe how the state evaluates in
the environment. RL approaches may be model-based, where the agent learns a model of the
environment, or model-free where dynamics are not explicitly modeled and the action is learned
directly through interactions with the environment.

A challenge in RL, especially when it takes place on a physical agent, is ensuring safety of
that agent. Safe RL is defined as the process of learning a policy that maximizes expected return
while ensuring adherence to safety constraints [34]. Safe RL usually employs either reward
shaping or shielding (i.e. RTA) to incorporate safety in the training process. Reward shaping
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factors safety into the reward function to reduce risk. However, it is difficult to properly weight
safety rewards and reward shaping can sometimes have unintended impacts on performance. In
addition, reward shaping does not guarantee safety during operations. By contrast, RTA can be
used to filter the actions of the RL algorithms to ensure safety. A variety of RTA approaches
have been explored in the literature including human-like intervention [190], Lyapunov-based
approaches [191], [192], barrier functions [193], and formal verification of safety constraints
[194], [195]. Determining the appropriate way to include RTA in the training process is still an
area of active research.

Sidebar: The Case for Plan B

A fundamental concept underlying RTA is: always maintaining a safe “Plan B” during
mission execution, with the purpose of executing “Plan B” as soon as the nominal activity
appears to be dangerous. Considered from that perspective, maintaining a “Plan B” makes sense
and hundreds of examples can be found in everyday life. For example, financial advisers always
recommend their clients keep a few weeks’ worth of salary in a savings account so as to be
ready and face unexpected financial expenses, such as the medical costs following an accident,
the replacement of a commuting vehicle following a collision, a few weeks at a hotel if the home
is damaged by a hurricane, and so on. Defensive driving is another example, whereby a driver
is trained to always be aware of her surroundings and be ready to take appropriate action in
case of unexpected events. Currently U.S. regulations specify three levels of “circuit breakers,”
that are used to halt trading in stock exchanges when the S&P 500 index drops below certain
critical levels. One of the oldest examples of an engineered “Plan B” can be found in Greek
mythological the story of Ariadne’s thread [196]–[198]. In the story, Ariadne, daughter of Minos
the king of Crete, conceived of using a thread as a “Plan B” mechanism that would allow her
lover to exit Daedalus’ Labyrinth after killing the Minotaur. Similar themes appear in folktales
such as “Le Petit Poucet” (Hop-o’-My-Thumb) [199], [200] and “Hansel and Gretel.”

One may also observe this paradigm in nature. It is now known that acacia trees, whose
leaves are one common form of food for giraffes and other herbivorous fauna in Africa, are
capable of exercising a kind of “Plan B” making these leaves lethal by raising tannin-C in their
leaves to deadly levels in a matter of minutes if they are over-grazed [201]. Likewise, rodents
very often create burrows with emergency exits or “bolt holes” to escape predators, flooding
or other causes that may block their main entrances [202]. The sympathetic nervous system in
mammals acts as a physiological “Plan B” by preparing the body for a “fight or flight” response.
Upon detection of a threat, glucose is transmitted from storage sites, blood is shifted to the organs
that are most essential for physical exertion, heart rate is increased, adrenaline is released, and
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cognition is sharpened [203].

Sidebar: Safety, Reliability, and Security

The primary function of an RTA system is to ensure safety (and in some cases security),
not reliability. Safety and reliability are two different concepts. Reliability is freedom from errors
and failures, while safety is freedom from harm. Reliability of a system is its ability to perform
consistently over time. For example, physical components may fatigue and degrade over time,
and reliability focuses on how long the performance is consistent and failure is unlikely [40],
[204]. Reliability of software, which doesn’t degrade over time (unless it changes over time,
in the case of intelligent control that continues to learn online), is based on it’s freedom from
design errors. In a related sense, security is freedom from harm from others. The difference in
safety and security is in intent, severity, and likelihood of harm.

Sidebar: To RTA or not to RTA? That is the Question

RTA is not a panacea for controller safety. Employing RTA incurs a cost-benefit trade-
off. Implementing RTA can increase system cost, complexity, the amount of testing or evidence
required for certification, the number of hardware and software components that can fail, and the
attack surface when cyber security is a concern. Designers must ask themselves critical questions
before deciding to use an RTA system. First, could a simple controller meet design requirements?
If a simple control design is sufficient, traditional simulation and testing can provide adequate
confidence, or the primary controller can be exhaustively verified, an RTA system should not
be used. Second, is the system safety or mission critical? If the system is not safety or mission
critical, an RTA could be an unnecessary design complication.

If the system under consideration is safety or mission critical and the control functions can
only be achieved by a complex or neural network control scheme, and certification of that high
performance controller is not possible via traditional simulation, test, or exhaustive analysis, then
an RTA system may be appropriate.

Sidebar: Reference and Command Governors

While this article focuses entirely on RTA designs that monitor the primary controller and
intervene before the control signal reaches the plant, it is worth noting that other approaches, such
as reference and command governors can be used for safety assurance. Instead of modifying the
control signal of the primary controller before it reaches the plant, reference and governors wrap
around the closed loop system and change the reference signal [205]. The reference governor
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acts as a pre-filter on the desired reference command r(t) and state measurement or estimate
x(t) under noise w(t), resulting in a modified reference command v(t). A command or reference
governor architecture is depicted in Figure S1.

Figure S1: Depiction of a reference governor which modifies the input to the primary controller,
rather than the primary controller output to assure safety.

Sidebar: The Robotarium: An RTA Enabled Remote-Access Swarm
Robotics Testbed

The Robotarium [83]–[86] is a remotely accessible swarm robotics testbed with the stated
mission to democratize robotics by providing remote access to a state-of-the-art multi-robot
research facility. The lab consists of a 12ft⇥14ft custom arena and a number of differential
drive robots, known as GritsBots. The testbed exhibits features such as Vicon-based real time
motion-capture, wireless inductive charging, video capture of experiments, and an above mounted
projector that allows users to project time-varying environmental projections onto the testbed
during experiments. Users may submit code to control the robots through MATLAB or Python
scripts, that are submitted through the Robotarium website.

The open-access nature of the lab presents unique challenges in terms of safety. Experi-
ments must remain as faithful as possible to the user specified behavior while being provably
safe, so as to prevent damage to the lab equipment. Offline verification of the user code would
be a prohibitively difficult and time consuming task for the operators of the lab, and would place
an unnecessary burden of correctness on its users. Consequently, an RTA solution to safety is
utilized, and user submitted algorithms are treated as black box functions that can be probed at
run time. Specifically, control barrier function based quadratic programs (explicit ASIF) are used
to prevent collisions between the various robots involved in an experiment. An explicit ASIF-
based approach is attractive in this case as it is minimally invasive to the desired inputs and
provides a smooth overriding behavior. Since the planning is conducted under a single-integrator
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dynamics model, explicit identification of viable sets is fully-tractable problem offline.

Sidebar: Mixed Monotonicity for Efficient Reachability

A dynamical system, possibly subject to a nondeterministic disturbance input, is mixed
monotone when there exists a related decomposition function that separates the system dynamics
into cooperative and competitive state interactions. Mixed monotonicity applies to continuous-
time systems [206], [207], discrete-time systems [145], as well as systems with disturbances
[208], [209], and it generalizes the monotonicity property of dynamical systems for which
trajectories maintain a partial order over states [210], [211].

For an n-dimensional mixed monotone system with a disturbance input, it is possible to
construct a 2n-dimensional monotone embedding system from the decomposition function. This
enables one to apply the powerful theory of monotone dynamical systems to the embedding
system and can be used to compute useful properties of the initial system. In particular, such
approaches are useful for efficiently computing reachable sets and robustly forward invariant sets
for systems with disturbances, techniques which have been successfully demonstrated in online
safety applications [140]–[143].

A dynamical system

ẋ = F (x, w), (S1)

with state x 2 X ✓ Rn and disturbance w 2W ✓ Rm, is a mixed monotone system when there
exists a related decomposition function d : X ⇥W ⇥X ⇥W ! Rn so that for all x, bx 2 X and
all w, bw 2W the following hold:

• d(x, w, x, w) = F (x, w).
• @di

@xj
(x, w, bx, bw) � 0 for all i, j with i 6= j.

• @di
@bxj

(x, w, bx, bw)  0 for all i, j.
• @di

@wk
(x, w, bx, bw) � 0 and @di

@ bwk
(x, w, bx, bw)  0 for all i, k.

Large classes of systems have been shown to be mixed monotone, with decomposition functions
constructed from, e.g. , bounds on the systems Jacobian matrix [208] of domain specific
knowledge [212], [213]. In certain instances decomposition functions can also be computed
by solving an optimization problem [214].

An important feature of mixed monotone systems is that hyperrectangular over-
approximations of reachable sets can be efficiently computed using a single simulation of a related
2n dimensional embedding system constructed from the decomposition function. Assume X is
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an extended hyperrectangle and W := [w,w] is a hyperrectangle. When (S1) is mixed monotone
with decomposition function d,

"
ẋ

ḃx

#
= E(x, bx) :=

"
d(x, w, bx, w)
d(bx, w, x, w)

#
(S2)

is the embedding system relative to d, and �E(t; a) denotes the state of (S2) reached at time
t � 0 when beginning at state a 2 X ⇥ X at time 0. For any hyperrectangular set of states
[x, x] ⇢ X the following is true: if �E(⌧ ; (x, x)) 2 X ⇥X for all 0  ⌧  t, then

R(t; [x, x]) ✓ [�E
1:n(t; (x, x)),�

E
n+1:2n(t; (x, x))]. (S3)

The results of (S3) provide an efficient procedure for over-approximating reachable sets for
systems with disturbances; in particular, a hyperrectangular over-approximation of R(t; [x, x]) is
computable from a single simulation of the embedding system (S2), where the bottom and top
corners of the approximation are the first n and last n coordinates of �E(t; (x, x)). This result
is demonstrated in the following numerical example.

Example: Consider the system
"
ẋ1

ẋ2

#
= F (x) =

"
x2
2 + 2

x1

#
(S4)

with state space X = R2. The system (S4) is mixed monotone with respect to the decomposition
function d : X ⇥X ! R2 given by

d1(x, bx) =

8
>>>>><

>>>>>:

x2
2 + 2 if x2 � max{0,�bx2},

bx2
2 + 2 if bx2  min{0,�x2},

2 if x2  0  bx2,

d2(x, bx) = x1.

(S5)

Reachable sets for (S4) are now approximated from a single simulation of the embedding system
(S2), as described in (S3). An example is shown in Figure S2 where R(1;X0) is approximated
for X0 = [�1/2, 1/2]2. ⌃
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